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Introduction 

 
Morehouse Instrument Company has shared tremendous knowledge throughout the years with blogs, 
technical papers, classes, and webinars. This education aligns with our purpose to create a safer world by 
helping companies improve their force and torque measurements.  
 
The information can be overwhelming when someone is new to calibration or metrology. There is so much 
to digest that people can quickly become overwhelmed. Some have joked that an introduction to metrology 
is like drinking through a firehouse.  
 
Morehouse has created this book to help anyone with their force measurement needs or challenges to 
simplify things. The book will help anyone from beginner to seasoned metrologists. It is a combination of a 
century of experience concerning making force measurements.  
 
Even seasoned metrologists or technicians with years of experience may learn something new, or this 
document can be a refresher for more advanced people. In either case, the knowledge gained will help you 
become better and help make better force measurements to make the world safer.  
 
We hope you enjoy it!  
 
Note: The book revisits certain concepts and definitions multiple times. This deliberate choice aims to 
improve reader understanding. By grouping related information within specific sections, readers can easily 
navigate to a particular topic, ensuring they find the necessary information to comprehend that specific 
subject effectively. 
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Figure 1: Force Calibration Basics 

Force Calibration and its Importance. 

 

What is Force Calibration? 

In his second law, Sir Isaac Newton stated that force controls motion; therefore, we must control the force 
if we are to control the motion. An example of force: I have an egg in my hand and want to break it by 
squeezing it in my hand. This egg will break at X known force. No matter where I am on Earth, the same 
force will be required to break the egg in my hand. It will not take less force to break this egg in 
Pennsylvania than in Peru. 
 
A simple physics definition for force is mass times acceleration (F = m x a). As shown in the illustration 
below, force is a derived unit from the SI base units of Mass, Time, and Length. The International 
Committee for Weights and Measures in the Bureau International des Poids et Mesures (CIPM/BIPM) 
defines 1N as the force required to accelerate 1 kg to 1 meter per second per second in a vacuum.  
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Figure 2: SI Units courtesy of NIST 1 

 
Calibration is the comparison of an unknown (typically referred to as the Unit Under Test or UUT) to a 
device known within a specific error (typically referred to as the Calibration Standard or Reference 
Standard) to characterize the unknown. Therefore, force calibration compares a force instrument to a force 
reference standard to characterize the instrument.  
 

Why is Force Measurement Important?  

The most straightforward answer is that bridges and other objects do not collapse when forces are exerted 
upon them. When building a bridge, it is essential to get the concrete strength measurement correct. 
Ensuring the steel is tested, and the cables are appropriately checked for prestress or post-tension is 
essential. Bad things happen when these measurements are incorrectly done, as shown below. 
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Figure 3: Bridge Failure 

 
In the example below, the ripeness of apples is being checked. Why may that be important? If you are in 
California and want to distribute apples nationwide, the harder ones will last longer and ripen during 
shipment. In contrast, the softer ones might be distributed locally.  
 

 
Figure 4: Testing Apple Ripeness 

 
The example below shows the fishing line being tested. I am sure any fisherman would not want the line to 
break as they haul in their prized fish.  
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Figure 5: Testing Fishing Line 

 
In general, force measurement is performed so frequently that we take it for granted. However, almost 
every material item is tested using some form of traceable force measurement. Testing may vary from 
sample testing on manufactured lots, including anything from the materials used to build your house to the 
cardboard on a toilet paper roll. 

How a Transducer Measures Force 

What is a Transducer? 
In the broad sense of the term, a transducer is a device that turns one type of energy into another. Some 
examples are: 

 
Figure 6: A Battery is a Transducer 

 
1. A battery is a transducer that converts chemical energy into electrical energy. The chemical 

reactions involve electrons flowing from one material to another through an external circuit.  
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Figure 7: A Thermometer is Transducer 

 
2. A thermometer is a transducer that converts heat energy into the mechanical displacement of a 

liquid column. As the temperature around the bulb heats up, the liquid expands and rises.  

 
Figure 8: A Load Cell is a Transducer 

 

3. A load cell is a transducer that converts mechanical energy into electrical signals. As compressive or 

tensile force is exerted on a load cell, the mechanical energy is converted into equivalent electrical 

signals. 
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Compression and Tension Force Calibration 

This section covers compression and tension and how they relate to force calibration. 
 
What is Compression Calibration? 
 
When discussing compression calibration, we should think about something being compressed or squeezed. 
I like to describe compression calibration as pushing or squeezing something. 
 

 
Figure 9: Compression Calibration Examples 

 
Above are two examples of a compression setup in a calibrating machine. The machine on the left 
compresses both load cells by creating an upward force. The picture on the right shows a deadweight 
machine compression setup where a downward force compresses the load cell.  
 
The key to this type of calibration is ensuring everything is aligned, and the line of force is as straight as 
possible. I like to say free from eccentric or side forces. The key to proper alignment is using the right 
adapters in the calibrating machine, from alignment plugs to top adapters.  
 

Morehouse has a technical paper on recommended compression and tension adapters for force 
calibration that can be found on our website. 

 
  

https://mhforce.com/wp-content/uploads/2021/04/Recommended-Compression-and-Tension-Adapters-for-Force-Calibration.pdf
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What is Tension Calibration? 
 
When discussing tension calibration, we should think of something being stretched. I like to describe 
tension calibration as a pull.  

 

 
Figure 10: Tension Calibration Examples 

 
Above are multiple examples of tension setups in calibrating machines. The machine on the left is the 
Morehouse benchtop calibrating machine. A dynamometer is fixed to a stationary beam, and force is 
generated by pulling on the load cell and the dynamometer. More examples are shown with different 
instruments, from crane scales to hand-held force gauges. The picture on the right shows a load cell fixtured 
for tension calibration in a Morehouse deadweight machine. The load cell is fixtured to the frame, and the 
weights are applied and hung, which stretches the material. The key to getting great results in tension 
calibration is also adapters.  
 
The ISO 376 Annex gives excellent guidance on adapters that help keep the line of force pure. It states, 
άLoading fittings should be designed so that the line of force application is not distorted. As a rule, tensile 
force transducers should be fitted with two ball nuts, two ball cups, and, if necessary, with two intermediate 
rings, while compressive force transducers should be fitted with one or two compression pads.έ2 
Morehouse follows the ISO 376 standard for several of our products. We also design adapters to help 
technicians and end-users replicate and reproduce calibration results. 
 
  

https://mhforce.com/product/benchtop-calibrating-machine/
https://mhforce.com/product/deadweight-machines/
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How a load cell measures compression and tension force 
 
As force is exerted on a load cell, the material deflects. The deflection is typically measured by a strain 
gauge, which is placed on the material inside the load cell.  
 

 
Figure 11: An Example of a Strain Gauge 

 
When placed appropriately, the strain gauge will measure the change in resistance as force is applied. The 
ideal load cell only measures force in defined directions and ignores force components in all other 
directions. Approaching the ideal involves optimizing many design choices, including the mechanical 
structure, gauge pattern, gauge placement, and the number of gauges. 
 
Sometimes, you may only have one strain gauge. Two can be common in cheap loadcells like bathroom 
scales. Four is the most common. More gauges are usually used to increase some aspects of performance. 
Sixty-four is the most ǿŜΩǾŜ ever heard of on one bridge. 
 
Compression shortens the wire, causing a decrease in its resistance, while tension stretches the wire, 
causing resistance to increase. If we can imagine a column with strain gauges on it and we apply a 
compressive force, its diameter will increase, and when a tensile force is applied, its diameter decreases.  
 
The proportional change in diameter is predicted by Poisson's ratio. 'Poission's ratio' is the ratio of 
transverse strain (change in diameter) to axial strain (change in length).  
 
If a strain gauge is bonded to the column to measure this circumferential strain, the strain gauge's 
resistance changes directly in response to the applied force. The change in resistance of an axially oriented 
strain gauge is opposite to that of a circumferentially oriented strain gauge when force is applied. 
 
When we measure the resistance of the gauge under load, the force can be computed. A meter or indicator 
displays the force measurement value when hooked to a load cell. A load cell may be calibrated at a 
company like Morehouse using deadweight primary standards known to be within 0.002 % of applied force. 
The machine's deadweights are adjusted for local gravity, air density, and material density to apply the 
force accurately. The weights are used to calibrate the load cell, which may be used to calibrate other 
instruments or calibrate and verify a testing machine.  
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Calibration versus Verification 

Calibration and verification are not the same. This section describes the differences between calibration and 
verification. 
 
What is Calibration? 
 
Let me start by stating that there are several calibration definitions across multiple standards. My favorite 
definitions are below:   
 
Calibration is the comparison of an unknown (typically referred to as the Unit Under Test or UUT) to a 
device known within a certain error (typically referred to as the Calibration Standard or Reference Standard) 
to characterize the unknown. Thus, we are comparing something that we know to some degree of certainty 
to something that may not be known or that needs to be checked at a time interval to ensure drift and 
other characteristics are controlled. Thus, in simple terms, calibration can be thought of as validation.  
 

 
Figure 12: Calibration Definition 

 
The definition from the International Vocabulary of Metrology (VIM) in section 2.39 is interesting because 
many assume calibration is also an adjustment. It is not. The VIM is clear in Note 2: "Calibration should not 
be confused with a measuring system, often mistakenly called "self-calibration," nor with verification of 
calibration." Think about it this way: when you send most instruments to a National Metrology Institute, 
such as NIST, they only report the ŘŜǾƛŎŜΩǎ ǾŀƭǳŜ at specific points and the associated measurement 
uncertainties. Why? Because the end-user can take those values and use those values with the associated 
measurement uncertainties as a starting point to characterize whatever is being tested. Measurement 
uncertainty will be explained in the next section. 
 



Force Calibration for Technicians: Top Conditions, Methods, and Systems that Impact Force Calibration Results V3 
Author: Henry Zumbrun, Morehouse Instrument Company 

Page 17 6/2024 

 

 

When an end-user uses a calibrated device, it is often under different conditions than when it was 
calibrated. For example, if Morehouse calibrates a device in one of our deadweight machines known to be 
better than 0.002 % of applied force, and the end-user later uses this device, the conditions will vary. It is 
almost certain that their use conditions do not exactly replicate the lab's calibration. For example, the 
temperature, rigidity of the machine, and hardness of adapters could vary, and their machine could 
introduce torsion, etc. These are a few of several conditions that can impact the results. 
 
I want to explain that Morehouse calibrates the device and assigns a value that can be considered the 
expected performance of the device under the same conditions at which it was calibrated. The end-user 
then varies those conditions, which adds additional measurement uncertainty. Therefore, the end-user can 
use the calibration data as a starting point to evaluate their measurement uncertainty.  
 
What is Verification? 
 
The VIM in section 2.44 defines verification άas the provision of objective evidence that a given item fulfills 
specified requirements.έ Then, the VIM goes on to list several additional examples and notes:   

¶ Example 1: Confirmation that a given reference material as claimed is homogeneous for the 

quantity value and measurement procedure concerned, down to a measurement portion having a 

mass of 10 mg.  

¶ Example 2: Confirmation that performance properties or legal requirements of a measuring system 

are achieved.  

¶ Example 3: Confirmation that a target measurement uncertainty can be met.  

Note 1: When applicable, measurement uncertainty should be taken into consideration.  
Note 2: The item may be, e.g., a process, measurement procedure, material, compound, or measuring 
system.  
Note 3: The specified requirements may be, e.g., that a manufacturer's specifications are met.  
Note 4: Verification in legal metrology, as defined in VIML [53], and in conformity assessment in general, 
pertains to the examination and marking and/or issuing of a verification certificate for a measuring system.  
Note 5: Verification should not be confused with calibration. Not every verification is a validation.  
Note 6: In chemistry, verification of the identity of the entity involved or of activity requires a description of 
the structure or properties of that entity or activity. 
 
For example, a 10,000-load cell, like the one shown below, is submitted to Morehouse and found to be 
within ± 5 lbf, per the customer's required tolerance of 0.05 % of full scale.  
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Figure 13: Morehouse Ultra-Precision Load Cell 

 
In this scenario, verification is more of a conformity assessment and should not be confused with 
calibration. However, many commercial laboratories perform calibration by reporting the applied force and 
the device's corresponding measurement values for calibration. Then, they make a conformity assessment, 
a statement to the end-user that the device is either in or out of tolerance. They typically say a device 
passes calibration or fails calibration.  
 
The critical detail here is that measurement uncertainties must be reported to ensure measurement 
traceability. You should not perform a calibration with a statement of verification without reporting the 
measurement uncertainty. That uncertainty should be considered when making a statement of 
conformance to a specification.  
 
Therefore, these definitions and examples show that calibration and verification are different. 

Measurement Uncertainty 

What is Measurement Uncertainty? 
 
What measurement uncertainty is not is just an error. Understanding the differences between these two 
terms is imperative, as they are often confused. Measurement error is often described as the difference 
between the measured value and the device's actual value, or artifact being measured (measured value 
minus a reference value). We often try to correct known errors by applying corrections from the calibration 
certificate. These corrections can be a curve, a diagram, a table, and all items found in note 1 of the 
calibration definition from the VIM.  
 
Uncertainty, often referred to as 'doubt,' is the quantification of 'doubt' about the measurement result. The 
VIM in section 2.26 defines Uncertainty as a non-negative parameter characterizing the dispersion of the 
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quantity values being attributed to a measurand, based on the information used. The VIM goes into further 
detail with several notes about the components of measurement uncertainty, such as those arising from 
systematic effect, components associated with corrections, assigned quantity values of measurement 
standards, etc. Measurement Uncertainty compromises many components.  
 
OIML G 19:2017 sums up the definition of Uncertainty as "the concept of measurement uncertainty can be 
described as a measure of how well the 'true' value of the measurand is believed to be known." 
 
Note: A known measurement error should be reported together with an associated uncertainty. 
 
One of the best guides to Uncertainty is JCGM 100:2008 Evaluation of measurement data τ Guide to the 
expression of Uncertainty in measurement, free to download at 
https://www.bipm.org/documents/20126/2071204/JCGM_100_2008_E.pdf/cb0ef43f-baa5-11cf-3f85-
4dcd86f77bd6?version=1.12&t=1696944486074&download=true. 
 
 
In general, when you calculate measurement uncertainties following the ISO "Guide to the Expression of 
Uncertainty in Measurement" (GUM) and ILAC (International Laboratory Accreditation Cooperation) P-14 as 
required by ISO/IEC 17025 guidelines for calibration labs, you will need to consider the following: 
 

¶ Repeatability (Type A) 

¶ Resolution 

¶ Reproducibility  

¶ Reference Standard Uncertainty 

¶ Reference Standard Stability  

¶ Environmental Factors 

Morehouse has written several published documents on the topic of measurement uncertainty. We 
have created a spreadsheet tool to help everyone correctly calculate uncertainty for force following 
accreditation requirements and in line with the Guide to the expression of uncertainty in 
measurement. That tool can be downloaded here. 

 
  

https://www.bipm.org/documents/20126/2071204/JCGM_100_2008_E.pdf/cb0ef43f-baa5-11cf-3f85-4dcd86f77bd6?version=1.12&t=1696944486074&download=true
https://www.bipm.org/documents/20126/2071204/JCGM_100_2008_E.pdf/cb0ef43f-baa5-11cf-3f85-4dcd86f77bd6?version=1.12&t=1696944486074&download=true
https://mhforce.com/wp-content/uploads/2021/04/CMC-CALCULATIONS-FOR-FORCE-MEASUREMENTS.xlsx
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Why is Measurement Uncertainty Important? 
 
A robust evaluation of measurement uncertainty helps support metrological traceability and measurement 

decision risk. It refers to the extent to which measurements can vary and provides an estimate of the 

confidence in a measurement result. Measurement Uncertainty is crucial for decision-making as it helps 

users understand the reliability of a measurement. 

 
The uncertainty of the measurement must be reported on a certificate of calibrations if you are accredited 
to ISO/IEC 17025:2017, as well as several other standards. It is essential if your customer wants you to make 
a statement of conformance on whether the device or artifact is ǿƛǘƘƛƴ ǘƘŜ ŀŎŎŜǇǘŀƴŎŜ ȊƻƴŜ όάin 
toleranceέύ. It may need to be considered if you do a test and want to know if the device passes or fails. 
Measurement uncertainty is required to establish your measurement traceability, which is defined in the 
VIM as the property of a measurement result whereby the result can be related to a reference through a 
documented unbroken chain of calibrations contributing to the measurement uncertainty.  
 

 
Figure 14: An Example of Measurement Traceability for Force 

 
In simplistic terms, measurement uncertainty is crucial because you want to know that the laboratory 
calibrating your device or artifact can perform the calibration. If you need a device to be known to be within 
less than 0.02 %, you must use a calibration provider that gives you the best chance of achieving that result. 
If the calibration provider has a stated measurement uncertainty of 0.04 %, mathematically, they are not 
the right calibration lab to calibrate or verify your device or artifact.  
 
Measurement uncertainty also keeps us honest. Suppose a laboratory claims traceability to SI through NIST; 
the more significant the uncertainty, the further away from NIST. The above picture shows this concept: the 
further away from SI units, the more significant the uncertainty.  
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Your Measurement Uncertainty is directly affected by the standards used to perform the calibration. 
Morehouse offers the lowest uncertainties for a commercial calibration laboratory. We work with 
customers to help lower their measurement risk. We have been successful in helping our customers make 
better measurements for over a century.  
 

Morehouse has videos on measurement traceability, risk, and confidence. We have a 6-minute easy 
to understand video that ties everything together.  Measurement Confidence Video 

 
  

https://youtu.be/8xu31rwbWu4


Force Calibration for Technicians: Top Conditions, Methods, and Systems that Impact Force Calibration Results V3 
Author: Henry Zumbrun, Morehouse Instrument Company 

Page 22 6/2024 

 

 

Load Cell Terminology 

Non-linearity, Hysteresis, Non-Repeatability, Static Error Band, and Creep are common load cell terminology 
typically found on a load cell specification sheet. There are several more terms regarding the characteristics 
and performance of load cells. However, I chose these four because they are the most common 
specifications found on calibration certificates.  
 
When broken out individually, these terms can help you select the suitable load cell for an application. 
Some of these terms may not be as important today as they were years ago because better meters that 
overcome inadequate specifications are available. One example is Non-Linearity. An indicator capable of 
multiple span points can significantly reduce the impact of a load cell's non-linear behavior.  
 
The meanings of these terms are described in detail below.  

 
Figure 15: Morehouse Load Cell Specification Sheet 

 
Non-linearity: The quality of a function that expresses a relationship that is not one of direct proportion. For 
force measurements, Non-Linearity is the algebraic difference between the output at a specific load and the 
corresponding point on the straight line drawn between the outputs at minimum and maximum load. It is 
usually expressed in units of % of full scale. It is usually calculated between 40 - 60 % of the full scale. 
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Figure 16: Non-Linearity Expressed Graphically 

 
Non-linearity is one of the specifications that would be particularly important if the indicating device or 
meter used with the load cell only has a two-point span, such as capturing values at zero and capacity or 
close to capacity. The specification gives the end-user an idea of the anticipated error or deviation from the 
best fit straight line. However, suppose the end-user has an indicator capable of multiple span points and 
uses coefficients from an ISO 376 or ASTM E74 calibration. In that case, the non-linear behavior can be 
corrected, and the error significantly reduced.  
 
One way to calculate Non-Linearity is to use the slope formula or manually perform the calibration by using 
the load cell output at full scale minus zero and dividing it by force applied at full scale and 0. For example, a 
load cell reads 0 at 0 and 2.00010 mV/V at 1000 lbf. The formula would be (2.00010-0)/ (1000-0) = 0.002. 
This formula gives you the slope of the line, assuming a straight-line relationship. Some manufacturers take 
a less conservative approach and use higher-order quadratic equations.  
 
Plot the Non-Linearity baseline as shown below using the force applied * slope + Intercept or y = mx +b 
formula. If we look at the 50 lbf point, this becomes 50 * 0.0020001 +0 = 0.100005. Thus, at 50 lbf, the Non-
Linearity baseline is 0.100005.  
 
To find the Non-Linearity percentage, take the mV/V value at 50 lbf minus the calculated value and divide 
by the full-scale output multiplied by 100 to convert to a percentage. Thus, the numbers become ((0.10008-
0.100005)/2.00010) *100) = 0.004 %. 
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Non-Linearity Potential Shortcomings 
 
Non-ƭƛƴŜŀǊƛǘȅ ƛǎ ŀ ƎǊŜŀǘ ǿŀȅ ǘƻ ǾƛǎǳŀƭƛȊŜ Ƙƻǿ ƳǳŎƘ ŀ ƳŜŀǎǳǊƛƴƎ ŘŜǾƛŎŜ ŘŜǾƛŀǘŜǎ ŦǊƻƳ ŀƴ άƛŘŜŀƭέ ŘŜǾƛŎŜΦ 
However, all points may be perfectly linear, yet if the full-scale point is non-linear itself, the rest of the 
points will appear to be non-linear.  
 
Some manufacturers use higher-order equations to improve their non-linearity specification. Therefore, it is 
important to ask them how they calculate Non-Linearity.   
 
At Morehouse, we use the more conservative straight-line approach method.  
Non-Linearity Calculations  
Calculate Slope 
Slope = (0start(force) ς FullScale(force)) / (0start(response) ς FullScale(response)) 
 
Calculate Intercept 
Intercept = FullScale(force) ς Slope x FullScale(response) 

 
Calculate Non-Linearity per Response 
Non-Linearity = (Point(force) ς (Slope x Point(response) + Intercept)) / FullScale(force) 
 
For example, a load cell reads 0 at 0 lbf, 1.20003 at 600 lbf, and 2.00010 mV/V at 1000 lbf.  
 
To calculate the Slope, the formula would be (0-1000)/ (0-2.00010) = 499.975001249937 
 
To calculate the Intercept 1000 ς (499.975001249937 *  2.00010) = 0.0 
 
Non-Linearity = (600 ς (499.975001249937*1.20002+0))/1000 = 0.000019999  
 
This value is 0.0019999 % or 0.02 % using the 600 lbf (60 %) point.  
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Figure 17: Non-Linearity Example 

 
Hysteresis: The phenomenon in which the value of a physical property lags changes in the effect causing it. 
An example is when magnetic induction lags the magnetizing force. For force measurements, Hysteresis is 
often defined as the algebraic difference between output at a given load descending from the maximum 
load and output at the same load ascending from the minimum load. 
 

Force Appied 

(lbf) Run 1 Adjusted

Non-

Linearity 

Base line

Non-Linearity 

(%FS)

0 0.00000 0 0.000 Slope= 0.0020001

50 0.10008 0.1000050 0.004 Intercept= 0

100 0.20001 0.2000100 0.000

200 0.40002 0.4000200 0.000

300 0.60001 0.6000300 0.001

400 0.80002 0.8000400 0.001

500 1.00005 1.0000500 0.000

600 1.20002 1.2000600 0.002

700 1.40003 1.4000700 0.002

800 1.60004 1.6000800 0.002

900 1.80006 1.8000900 0.001

1000 2.00010 2.0001000 0.000

0 0.00000 0

Non-Linearity Calculations  Ignoring Ending Zero though Running it through the formula

Non-linearity Line

Non-linearity=

(%FS)

0.004
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Figure 18: Hysteresis Example 

 
Hysteresis is normally expressed in units of % full scale. It is normally calculated between 40 - 60 % of full 
scale. The graph above shows a typical Hysteresis curve where the descending measurements have a 
slightly higher output than the ascending curve. 
 
If the end-user uses the load cell to make descending measurements, they may want to consider the effect 
of Hysteresis.   
 
Hysteresis Potential Shortcomings 
 
Errors from hysteresis can be high enough that if a load cell is used to make descending measurements, it 
must be calibrated with a descending range. The difference in output on an ascending curve versus a 
descending curve can be significant.  

 
At Morehouse, our calibration lab sampled several load cells from five manufacturers, and the results were 
recorded. The differences between the ascending and descending points varied from 0.007 % (shear web 
type cell) to 0.120 % on a column type cell.  
 
Calculate Hysteresis 
Hysteresis = | (Ascending(response) - FullScale(response)) / Descending(response) |  
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Non-Repeatability: The maximum difference between output readings for repeated loadings under 
identical and environmental conditions. Usually, this is expressed in units as a % of rated output (RO). Non-
repeatability tells the user a lot about the performance of the load cell. It is important to note that non-
repeatability does not tell the user about the load cell's reproducibility or how it will perform under 
different loading conditions (randomizing the loading conditions). At Morehouse, we have observed 
numerous load cells with good non-repeatability specifications that perform poorly when the loading 
conditions are randomized, or the load cell is rotated 120 degrees as required by ISO 376 and ASTM E74.  
 
The calculation of non-repeatability is straightforward. First, compare each observed force point's output 
and run a difference between those points. The formula would look like this: Non-repeatability = ABS(Run1-
Run2)/AVERAGE (Run1, Run2, Run3) *100. Do this for each combination or run, then take the maximum of 
the three calculations. 
 

 
Figure 19: Non-Repeatability Numbers 

 
Figure 20: Non-Repeatability Calculations 

 
Static Error Band: is the band of maximum deviations of the ascending and descending calibration points 
centered on the best-fit straight line through zero output (0,0). It includes the effects of Non-Linearity, 
Hysteresis, and non-return to minimum load. SEB is usually expressed in units of % of full scale. Thus, a SEB 
of 0.02 % of FS would have a maximum error of 0.02 % of its full-scale capacity. SEB is a helpful tool in 
determining how accurate a load cell is.  
 
SEB is calculated to find a line that results in the slightest maximum error. This line also needs to fit through 
the origin (0, 0), so only the slope needs to be calculated via (y1+y2) / (x1+x2). The best approach is to iterate 
across every pair of percent force applied of full scale (% FS) and the zero adjusted responses. 

Run 1 Run 2 Run 3

4.0261 4.02576 4.02559

0.0084 0.0127 0.0042

0.013Non-Repeatability (%FS)=

non-repeatability calclulations

Difference b/w 1 & 

2

(%FS)

Difference b/w 1 & 3

(%FS)

Difference b/w 2 & 3

(%FS)

Run 1 Run 2 Run 3

4.0261 4.02576 4.02559

=ABS(U4-V4)/AVERAGE($U$4:$W$4)*100=ABS(U4-W4)/AVERAGE($U$4:$W$4)*100=ABS(W4-V4)/AVERAGE($U$4:$W$4)*100

=MAX(U9:W9)Non-Repeatability (%FS)=

non-repeatability calclulations

Difference b/w 1 & 2

(%FS)

Difference b/w 1 & 3

(%FS)

Difference b/w 2 & 3

(%FS)
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For each pair, calculate the slope, use the slope to calculate the percent error for all % FS, and take the 
ƭŀǊƎŜǎǘ ŜǊǊƻǊ ŀǎ ǘƘŀǘ ǎƭƻǇŜΩǎ άŀōǎƻƭǳǘŜ ŜǊǊƻǊέ ǾŀƭǳŜΦ wŜǇŜŀǘ ǘƘƛǎ ŦƻǊ ŀƭƭ ǇƻǎǎƛōƛƭƛǘƛŜǎΣ ǘŀƪƛƴƎ ǘƘŜ ǎƭƻǇŜ ǘƘŀǘ Ƙŀǎ 
the smallest absolute error value. 
 
SEB Potential Shortcomings 
 
If the load cell is used for ascending measurements and, occasionally, descending measurements are 
needed. The user may want to evaluate Non-Linearity and Hysteresis separately, as those two definitions 
Ƴŀȅ ǇǊƻǾƛŘŜ ŀ ƳƻǊŜ ŀŎŎǳǊŀǘŜ ŘŜǇƛŎǘƛƻƴ ƻŦ ǘƘŜ ƭƻŀŘ ŎŜƭƭΩǎ ǇŜǊŦƻǊƳŀƴŎŜΦ  
 
What needs to be avoided is a situation where a load cell is calibrated following a standard such as ASTM 
E74 or ISO 376 and additional uncertainty contributors for Non-Linearity and Hysteresis are added. ASTM 
E74 has a procedure and calculations that, when followed, use a method of least squares to fit a polynomial 
function to the data points.  
 
The standard uses a specific term called the Lower Limit Factor (LLF), which is a statistical estimate of the 
error in forces computed from a force-measuring instrument's calibration equation when the instrument is 
calibrated following the ASTM E74 practice. 
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SEB Calculation  
 
Excel Macro Snippet 

' Iterate across every permutation of 2 points 

For i = 0 To N - 1 

    ' Start at i + 1 to duplicating work, reducing iterations 

    For j = i + 1 To N - 1 

        ' Prevent checking the same point and dividing by zero 

        If i <> j And PercentFS(i) + PercentFS(j) <> 0 Then 

            'tempSlope = (Vj + Vi) / (Rj + Ri) 

            maxError = 0 

            tempSlope = (Responses(j + 2, 1) + Responses(i + 2, 1)) / (PercentFS(j) + PercentFS(i)) 

 

            ' Ensure we don't accidentally set the minimum error to 0 or divide by 0 

            If tempSlope <> 0 Then 

                For k = 0 To N - 1 

                    tempError = (Responses(k + 2, 1) - tempSlope * PercentFS(k)) / tempSlope 

 

                    ' Take the largest error for this slope 

                    If Abs(tempError) > Abs(maxError) Then 

                       maxError = tempError 

                       slope = tempSlope 

                    End If 

                Next k 

 

                ' Find the slope that provides the lowest maximum error 

                If IsNull(minError) Or Abs(maxError) < Abs(minError) Then 

                    minError = maxError 

                    sebSlope = slope 

                End If 

            End If 

        End If 

    Next j 

Next i 
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Figure 21: Static Error Band and Other Specifications Displayed Visually 

 
Because of what it captures, Static Error Band might be the most exciting term. If the load cell is always 
used to make ascending and descending measurements, this term best describes the load cell's actual error 
from the straight line drawn between the ascending and descending curves.  
 
Earlier, I noted that the end-user might want to consider the effects of Hysteresis unless they use the load 
cell as described above because a Static Error Band would be the better specification. The end-user could 
likely ignore Non-Linearity and Hysteresis and focus on static error band and non-repeatability. 
 
However, we find that many calibration laboratories primarily operate using ascending measurements and, 
on occasion, may have a request for descending data. When that is the case, the user may want to evaluate 
Non-Linearity and Hysteresis separately. When developing an uncertainty budget, use different budgets for 
each type of measurement, i.e., ascending and descending. 
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Creep  
 
Creep: The change in load cell signal occurring with time while under load and with all environmental 
conditions remaining constant.  
 
Load Cell Creep Return: The difference between the load cell signal immediately after removal of a load 
applied for a specific time interval, environmental conditions, and other variables remaining constant during 
the loaded interval and the load cell signal before the load application.  Load Cell Creep Return is commonly 
expressed in units of % of applied load over a specified time interval.  It is common for characterization to 
be measured with a constant load at or near capacity. 
 
Creep Recovery: This is expressed as a percentage difference calculated by dividing the change in output at 
zero force following a creep test by the initial zero force output at the start of the creep test and then 
dividing by the output during the creep test.  
 
 
Note: For many tests to determine the creep specifications, a constant temperature is maintained to 
eliminate the effects of thermal expansion. It is also important to note that for many load cells, creep gets 
better with time. 
 
 

To learn more about load cell creep, check out our blog. 

 

  

https://mhforce.com/load-cell-creep/
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How Load Cells Work ς Stress, Strain, and Elasticity Basics. 

It is essential to understand the common types of load cells used in force measurement and choose your 
application's suitable load cell. 

Strain  

Most load cells are made with strain gauges, and unsurprisingly, their job is to measure strain. But what is 
strain? Simply stated, it defines how much a material stretches. 
 
²ƘŜƴ ǿŜ Ƴƻǳƴǘ ŀ ǎǘǊŀƛƴ ƎŀǳƎŜ ǘƻ ŀ ōƻŘȅΣ ƛǘǎ ƭŜƴƎǘƘ ǎǘǊŜǘŎƘŜǎ ƻǊ ǎƘǊƛƴƪǎ ŀƭƻƴƎ ǿƛǘƘ ǘƘŀǘ ōƻŘȅΦ LǘΩǎ ŎƻƳƳƻƴ 
to denote that increase or decrease with the Greek letter Delta, D, as shown below. 
 

 
Figure 22 Examples of Compressive and Tension Strain. 

 
The figure above shows D decreasing when the material is pushed on and increasing what the material is 
pulled on.  
 
Typically, many load cells are wired so that a meter will read a negative value in compression and a positive 
value in tension.  

 

  



Force Calibration for Technicians: Top Conditions, Methods, and Systems that Impact Force Calibration Results V3 
Author: Henry Zumbrun, Morehouse Instrument Company 

Page 33 6/2024 

 

 

Strain is then defined as the change in the length divided by the original length and is symbolized 
ōȅ ǘƘŜ DǊŜŜƪ ƭŜǘǘŜǊ ʶ όŜǇǎƛƭƻƴύΦ aŀǘƘŜƳŀǘƛŎŀƭƭȅΣ ȅƻǳ ǿǊƛǘŜ ǘƘŜ ŜȄǇǊŜǎǎƛƻƴ ŦƻǊ ǎǘǊŀƛƴ ŀǎΥ 

 

ὛὸὶὥὭὲ ʀ  
ὅὬὥὲὫὩ Ὥὲ ὰὩὲὫὸὬ Ў 

ὕὶὭὫὭὲὥὰ ὰὩὲὫὸὬ  
 

 
The units of length usually cancel, and we call it a dimensionless unit. However, it is often denoted with 
units such as mm/mm or in/in to keep track that we are referring to strain. 
 
It is interesting to note in the above figure that the overall length of the bar changes more than the strain 
gages. However, they both experience the same strain. Adding numbers to the figure above when the 
length changes 0.167 % we get: 

 
Strain gage original length=0.лслέ Strain gage increase in 

length=0.лллмέ 
{ǘǊŀƛƴҐлΦлллмέκлΦлслέ Ґ 
0.00167in/in 

.ŀǊ ƻǊƛƎƛƴŀƭ ƭŜƴƎǘƘ Ґ оέ .ŀǊ ƛƴŎǊŜŀǎŜ ƛƴ ƭŜƴƎǘƘҐ лΦллрέ {ǘǊŀƛƴҐлΦллрέκоέ Ґ 0.00167 in/in 

.ŀǊ ƻǊƛƎƛƴŀƭ ƭŜƴƎǘƘ Ґ оέ .ŀǊ ŘŜŎǊŜŀǎŜǎ ƛƴ ƭŜƴƎǘƘҐ лΦллрέ Strain=-лΦллрέκоέ Ґ -0.00167 in/in 
 
LǘΩǎ ŀƭǎƻ ǘǊǳŜ ǘƘŀǘ ƛŦ ǿŜ increase the length of the bar, it will stretch more, but the strain will be the same. 
This is true as long as the cross-section of the bar and the applied force remain the same. For example, if 
ǘƘŜ ōŀǊ ǎǘŀǊǘŜŘ ŀǎ сέ ǿƛǘƘ ǘƘŜ ǎŀƳŜ ŦƻǊŎŜΣ ǘƘŜƴΥ 

 
Bar original length = сέ                         .ŀǊ ƛƴŎǊŜŀǎŜ ƛƴ ƭŜƴƎǘƘҐ лΦлмлέ  {ǘǊŀƛƴҐ лΦлмлέκсέ Ґ лΦллмст ƛƴκƛƴ 
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Stress 

External forces will obviously cause strains in a body. But instead of talking about forces directly, we 
introduce the related term of ǎǘǊŜǎǎΣ ŘŜƴƻǘŜŘ ōȅ ǘƘŜ ƭŜǘǘŜǊ ˋ όǎƛƎƳŀύΣ ǿƘƛŎƘ ŦŀŎƛƭƛǘŀǘŜǎ ǘƘŜ ǎǘǳŘȅ ƻŦ 
materials. 

Stress is defined as force per unit area and is typically measured in units of lb/in2  (psi) or N/m2 (Pa 

or Pascals). Stress is written mathematically: 

Stress (Ɑ
╕

═
 

 
ˋ = Stress 
F = Force Applied 
A = Cross section area on the force is acting 
 

 
Figure 23 /ŀƭŎǳƭŀǘƛƴƎ /Ǌƻǎǎ {ŜŎǘƛƻƴ {ǘǊŜǎǎ ˋ!Ґ ˋ. 

 
Given that the Height is 20 mm, the Width is 20 mm, and the compressive force is 100 Newton, we can 
calculate the stress at cross-section A.  
 

ů =100N/(.02m*.02m) = 250,000 N/m2 =250,000 Pascals (Pa) = 0.25 MPa 

 
We note that the cross-ǎŜŎǘƛƻƴ ŀǊŜŀ ǎƘƻǿƴ ŀōƻǾŜ ƛǎ ǘƘŜ ǎŀƳŜ ŦƻǊ ά!έ ŀƴŘ ά.έΦ ¢ƘŜǊŜŦƻǊŜΣ ǘƘŜ ǎǘǊŜǎǎ ƛǎ ŀƭǎƻ 
the same. But if the size of cross-ǎŜŎǘƛƻƴ ά.έ ƛǎ ŜƴƭŀǊƎŜŘΣ ǘƘŜ ǎǘǊŜǎǎ ƎƻŜǎ Řƻǿƴ ƛƴ ǘƘŀǘ ŀǊŜŀΦ  
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Figure 24 /ŀƭŎǳƭŀǘƛƴƎ /Ǌƻǎǎ {ŜŎǘƛƻƴ {ǘǊŜǎǎ ˋ!Ҕ ˋ. 

 
LǘΩǎ ƴƻ ŎƻƛƴŎƛŘŜƴŎŜ ǘƘŀǘ ǇǊŜǎǎǳǊŜ ƛǎ ƳŜŀǎǳǊŜŘ ƛƴ ǘƘŜ ǎŀƳŜ ǳƴƛǘǎ ŀǎ ǎǘǊŜǎǎΦ ²ƘŜǘƘŜǊ ȅƻǳ Ŏŀƭƭ ǎƻƳŜǘƘƛƴƎ ŀ 
ǎǘǊŜǎǎΣ ƻǊ ŀ ǇǊŜǎǎǳǊŜ Ŏŀƴ ōŜ Ƨǳǎǘ ŀ ƳŀǘǘŜǊ ƻŦ ǿƘŀǘ ǊŜŦŜǊŜƴŎŜ ŦǊŀƳŜ ȅƻǳ ŎƘƻƻǎŜΦ LǘΩǎ ŎƻƳƳƻƴ ǘƻ ǎŀȅ ǘƘŀǘ 
pressures are forces acting on the external faces of a body. Stress is a force internal to the body. 
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Modulus of Elasticity 

Having defined the terms of Stress and Strain, we now show they are related by a property called the 

Modulus of Elasticity. It is written mathematically: 

Modulus Of Elasticity (E)
 

 
 

{ƛƴŎŜ {ǘǊŀƛƴ ƛǎ ǎŀƛŘ ǘƻ ōŜ ŘƛƳŜƴǎƛƻƴƭŜǎǎΣ ǘƘŜ ǳƴƛǘ ƻŦ 9 ƛǎ ǘƘŜ ǎŀƳŜ ŀǎ {ǘǊŜǎǎΦ  LǘΩǎ ŎƻƳƳƻƴ ǘƻ ǊŜǇƻǊǘ ǾŀƭǳŜǎ ŀǎ 
GigaPascals (GPa) or 106 PSI 
 
The Modulus of Elasticity for most materials is published by manufacturers. Here are some typical values: 

 

Aluminum 10 * 106 PSI 

Steel 30 * 106 PSI 

Copper 16 * 106 PSI 

Titanium 16 * 106 PSI 

Brass 14* 106 PSI 

 
Upon rearranging, we see that if we know the force acting on a body and the Modulus of Elasticity, we can 
predict the stretching or shrinking of that body. 

 
 

#ÈÁÎÇÅ ÉÎ ÌÅÎÇÔÈ ɉЎɊ   
  z

  ᶻ
 

 
From this equation in the chart, we can observe that E is three times higher for steel than aluminum. This 
means that steel part will stretch 3X less than the same part made of Aluminum. We referred to strain as 
ƳŜŀƴƛƴƎ άǎǘǊŜǘŎƘέΦ ²Ŝ Ŏŀƴ ƭƛƪŜǿƛǎŜ ǘƘƛƴƪ ƻŦ 9 ŀǎ ǘƘŜ άǎǘǊŜǘŎƘŀōƛƭƛǘȅέ ƻŦ ŀ ƳŀǘŜǊƛŀƭΦ 
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The Stress-Strain Diagram 

Engineers use the stress-strain diagram to quickly understand important aspects of material behavior. By 
plotting stress against strain, we can see how a material behaves as forces increase. 
 
The graph below, typical for most engineering metals, is divided into elastic and plastic regions. Elasticity is 
the property of a material that allows it to return to its original shape and size after removing an applied 
force. In the plastic region, the forces are so high that the material is permanently deformed when the 
forces are removed. Anyone who has played with a paperclip will already have some intuition of this 
behavior.  
 
Lƴ ǘƘƛǎ ƎǊŀǇƘΣ ǿŜ ƛƴǘǊƻŘǳŎŜ ǘƘŜ ǘŜǊƳ Ψ¸ƛŜƭŘ {ǘǊŜǎǎΦΩ ¢Ƙƛǎ ƛǎ ǘƘŜ ŀƳƻǳƴǘ ƻŦ ǎǘǊŜǎǎ ƛƴ ŀ ƳŀǘŜǊƛŀƭ ǿƘŜǊŜ ƻƴƭȅ ŀ 
very small amount of plastic deformation occurs. We usually limit rated capacity to less than 1/3 the Yield 
Stress for a load cell to operate correctly. 
 
We also note that the Modulus of Elasticity only applies in the elastic region. By definition, it is the slope 
(Rise/Run or Stress/Strain) of the straight curve in this region. 
 

 
Figure 25 Graph showing the Stress-Strain Diagram (Young's Modulus) 
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Types of Load Cells  

It is essential to understand the common types of load cells used in force measurement and choose your 
application's suitable load cell. 
 
The four types of load cells typically used in force measurement are bending beam, shear beam, miniature, 
and column. We will describe the common types used as reference and field standards below. Many other 
load cells are shown in commercial applications, such as scales used at supermarket checkouts, weight-
sensing devices, and weighing scales.  
 

 
Figure 26: Types of Load Cells 
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S-beam (S-type)  
 
The S-beam is a bending beam load cell typically used in weighing applications under 50 lbf. These load cells 
work by placing a weight or generating a force on the load cell's metal spring element, which causes elastic 
deformation. The strain gauges in the load cell measure the fractional change in the length of the 
deformation. There are generally four strain gauges mounted in the load cell. 
 

 
Figure 27: S-beam Load Cell 

Advantages 
 

¶ In general, linearity will be enhanced by minimizing the deflection ratio at the rated load to the 
length of the sensing beam, thus minimizing the change in the element's shape.  

¶ Ideal for measuring small forces (defined as under 50 lbf) when physical weights cannot be used. 

¶ It is suited for scales or tension applications. 
 
Disadvantages 
 

¶ The load cell is susceptible to off-axis loading.  

¶ Compression output will differ if the load cell is loaded through the threads versus flat against each 
base. 

¶ Typically, it is not the right choice for force applications requiring calibration to the following 
standards: ASTM E74, ASTM E4, ISO 376, and ISO 7500. 

 

Watch this video demonstrating the misalignment due to off-axis loading. 

 
  

https://www.youtube.com/watch?v=15630Ab8YkU&feature=youtu.be
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Shear Web  
 
We believe that the shear web is a shear beam load cell ideal as a calibration reference standard for up to 
100,000 lbf. Morehouse shear web load cells are typically the most accurate when installed on a tapered 
base with an integral threaded rod installed. 

 
Figure 28: Morehouse Ultra-Precision Shear Web Load Cells 

Advantages 
 

¶ Typically, they have very low creep and are less sensitive to off-axis loading than the other load 
cells.  

¶ Recommended choice for force applications from 100 lbf through 100,000 lbf.  
 
Disadvantages 
 

¶ After 100,000 lbf, the cell's weight makes it exceedingly difficult to use as a reference standard in 
the field. A 100,000 lbf shear web load cell weighs approximately 57 lb., and a 200,000 lbf shear 
web load cell weighs over 120 lb. 

¶ Without the threaded adapter installed, as shown in the picture, errors from thread engagement 
can be significant (meaning 0.1 ς 2 %). Always use these load cells with the adapter installed, or if 
space is an issue and the adapter is removed, make sure the load cell is calibrated with whatever 
adapters are being used with it. 

 

Watch this video showing a Morehouse load cell with only 0.0022 % off-axis error. If this load cell is 
used without a base or an integral top adapter, there may be significant errors associated with 
various loading conditions. 

 

https://www.mhforce.com/Product/ProductDetails/2?title=ULTRA-PRECISION-SHEAR-WEB-LOAD-CELL
https://www.youtube.com/watch?v=MgTWK2hRHLs&feature=youtu.be
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Figure 29 Morehouse Shear Type Budget Load Cell 

 
Morehouse Modified Budget Shear Web  
 
Advantages 
 

¶ Typically, they have very low creep and are less sensitive to off-axis loading than the other load 
cells.  

¶ They are machined out of Stainless Steel and hold up well aesthetically. 

¶ These load cells are a better choice if the top threaded adapter needs to be removed, as the errors 
are significantly less than the traditional shear web cells.   

 
Disadvantages 
 

¶ After 100,000 lbf, the cell's weight makes it exceedingly difficult to use as a reference standard in 
the field, as these cells are modified to have more material than a traditional shear web cell. 

¶ Without the threaded adapter installed, as shown in the picture, errors from thread engagement 
can be 0.02 % or more.  

 

Check out our blog to learn more about the differences between these two types of shear web load 
cells. 

 
 
 
 
 
 
 
 
 

https://mhforce.com/load-cell-adapter-thread-depth-comparison/
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Button Load Cell 
 
The button is a miniature load cell typically used in applications with limited space. It is a compact strain 
gauge-based sensor with a spherical radius often used in weighing applications.  
 

 
Figure 30: Button Load Cell 

 

 
Advantages 

¶ Suitable for applications where there is limited room to perform a test. 

 
Disadvantages 

¶ High sensitivity to off-axis or side loading. The load cell will produce high errors from any 
misalignment. For example, a 0.1 % misalignment can produce a significant cosine error. Some have 
errors anywhere from 1 % to 10 % of rated output.  

¶ Do not repeat well in the rotation. 

 
Figure 31: Button and Washer Load Cell Adapters 

 
Morehouse has developed custom adapters for button, washer, and donut load cells that improve 
repeatability. We achieved a 525 % improvement in our testing using the above adapters. If your laboratory 
calibrates these load cells and observes the same repeatability problems, please contact Morehouse, as the 
above adapters will improve the calibration results.  
 

https://mhforce.com/product/miniature-button-load-cell-adapters/
https://mhforce.com/product/miniature-washer-load-cell-adapters/
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Check out our website for more information on custom adapters for button, washer, and donut load 
cells that improve repeatability.  

 
Single-Column or High-Stress Load Cells 
 
The single column is a column load cell suitable for general testing. The spring element is intended for axial 
loading and typically has a minimum of four strain gauges, with two in the longitudinal direction. Two are 
oriented transversely to sense the Poisson strain. The Morehouse single-column load cell is economical and 
lightweight. 
 

 
Figure 32: Morehouse Single Column Load Cell 

Advantages 
 

¶ Physical size and weight: It is common to have a 1,000,000 lbf column cell weighing less than 100 lb. 
 
Disadvantages 
 

¶ Reputation for inherent Non-Linearity. This deviation from linear behavior is commonly ascribed to 
the change in the column's cross-sectional area (due to Poisson's ratio), which occurs with 
deformation under load.  

¶ Sensitivity to off-center loading can be high. 

¶ Larger creep characteristics than other load cells often do not return to zero, as do other load cells. 
(ASTM Method A typically yields larger LLF) 

¶ Different thread engagement can change the output.  

¶ The design of this load cell requires a top adapter to be purchased with it. Varying the hardness of 
the top adapter will change the output. 

 
 
 

https://mhforce.com/product/miniature-button-load-cell-adapters/
https://mhforce.com/product/miniature-washer-load-cell-adapters/
https://www.mhforce.com/Product/ProductDetails/8?title=SINGLE-COLUMN-TENSION-AND-COMPRESSION-LOAD-CELLS
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Multi -Column Load Cells 
 
The multi-column column load cell is suitable from 100,000 lbf through 1,000,000 plus lbf. In this design, the 
load is carried by four or more small columns, each with a complement of strain gauges. The corresponding 
columns' gauges are connected in a series in the appropriate bridge arms. The Morehouse multi-column 
600K load cell weighs 27 lb. and has an accuracy of better than 0.02 % of full scale. 
 

 
Figure 33: Morehouse Light Weight 600k (26 lb.) Multi-Column Load Cell 

 
Advantages 

¶ It can be more compact than single-column cells. 

¶ Improved discrimination against the effects of off-axis load components. 

¶ Typically, they have less creep and better zero returns than single-column cells. 

¶ In many cases, a properly designed shear-web spring element can offer greater output, better 
linearity, lower hysteresis, and faster response. 

 
Disadvantages 

¶ The design of this load cell requires a top adapter to be purchased with it. Varying the hardness of 
the top adapter will change the output. 

 

Several more types of load cells have various advantages and disadvantages. If the type of load cells 
you commonly use is not covered, contact us, and we will be happy to discuss the advantages and 
disadvantages based on our experience. 

 
 

https://www.mhforce.com/Product/ProductDetails/6?title=MINI-600-KLBF-LOAD-CELL
https://mhforce.com/contact-us/
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Load Cell Troubleshooting 

Have you ever wasted hours troubleshooting a nonworking load cell to diagnose the problem? If you deal 
with load cells, you know how much of a time suck they can be when they are not working correctly. This 
section is designed to save you or your technicians valuable time by following an easy seven-step 
troubleshooting guide. The time saved can be beneficial to getting more calibrations done or getting the 
measurements correct by using the proper setup adapters and understanding how to replicate how the 
end-user uses the device. 
 
7-Step Process for Troubleshooting a Load Cell  
 
Morehouse technicians have seen many different load cell issues and have lots of experience identifying 
and fixing the problems. With this experience, we developed a 7 Step Process for Troubleshooting a Load 
Cell to shorten our calibration lead time (most calibrations are performed in less than 7-10 business days) 
and provide better customer service.  
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Figure 34: Load Cell Troubleshooting Process 

 
This 7-step process outlined above can help you save countless hours trying to diagnose the problem with 
your load cell.  
 

1. Visually inspect the load cell for noticeable damage. If it is damaged, contact Morehouse to discuss 
options. 

 
Figure 35: Overloaded Load Cell 

 

2. Power on the system. Make sure all connections are made and verify batteries are installed and 
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have enough voltage. Check the voltage and current on the power supply. If it still does not power 
on, then replace the meter. An inexpensive multimeter like the one pictured below can be used for 
Steps 2, 6, and 7. 

 
Figure 36: Generic Multimeter 

 

3. If everything appears to be working, the output does not make sense. Check for mechanical issues. 
For example, some load cells have internal stops that may cause the output to plateau. Do not 
disassemble the load cell, as it will void the manufacturer's warranty and calibration. The best 
example of this error is that the load cell is linear to 90 % capacity. Then, either the indicator stops 
reading or the output diminishes. The data will show poor linearity when using 100 % of the range 
and excellent linearity when only using the data set to 90 % of the range. Morehouse can likely fix 
this error and should be contacted for more information.  

4. Ensure any adapters threaded into the transducer do not bottom out. If an adapter is bottoming out 
and integral, contact Morehouse to discuss options. 

5. Ensure the leads (all wires) are correctly connected to the load cell and meter. If the cable is 
common to the system, check another load cell and verify that the other cell works correctly. If the 
other load cell is not working, contact Morehouse to discuss options. 

6. Inspect the cable for breaks. With everything hooked up, test the cable, making a physical bend 
every foot. Pin each connection to check for the continuity of the cable. 

7. Use a load cell tester or another meter to check the load cell's zero balance. You can check the 
bridge resistance with an ordinary multimeter if you do not have a load cell tester. A typical 
Morehouse shear web load cell pins (A & D) and (B & C) should read about 350 OHMS ± 3.5. If one 
set reads high and another low (ex. (A & D) reads 349 and (B & C) reads 354), then there is a good 
chance that the load cell was overloaded.  

 
Note:  Different load cells use different strain gauges and have different resistance values. It is essential to 
check with the manufacturer on what they should read and the tolerance. 
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Figure 37: Inside of an Overloaded Shear Web Load Cell Showing a Clear Break of the Web Element 

 
Diagnose with a load cell tester. 
 
A Morehouse load cell has saved us countless hours of testing and can be used to test for the following: 
 

¶ Input and Output Resistance 

¶ Resistance difference between sense and excitation leads.  

¶ Signal Output 

¶ Shield to Bridge 

¶ Body to Bridge 

¶ Shield to Body 

¶ Linearity 

 
Figure 38: Morehouse Load Cell Tester 

 
 

Watch this video showing how the load cell tester works.  

http://www.youtube.com/watch?v=zQNUpe2Bh5Y
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Overloaded load cell 
 
It is important to note that if a load cell has been overloaded, mechanical damage has been done that is not 
repairable. Overloading causes permanent deformation within the flexural element and gauges, which 
destroys the carefully balanced processing. While it is possible to electrically re-zero a load cell following 
overload, it is not recommended because this does nothing to restore the affected performance parameters 
or the degradation of the structural integrity. 
 

Morehouse stocks common capacity load cells and most equipment is available in 1 week, with 
calibration performed using deadweight primary standards. Shorter lead times are available upon 
request, and Morehouse always aims to provide superior customer support. Visit mhforce.com/load-
cells/ for more information on our wide selection of load cells. 

 

  

http://mhforce.com/load-cells/
http://mhforce.com/load-cells/
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Indicator Basics  

 
Figure 39: Morehouse High Accuracy Digital Indicator (HADI) 

 
When force is exerted on a load cell, the mechanical energy is converted into equivalent electrical signals. 
The load cell signal is converted to a visual or numeric value by a "digital indicator." When there is no load 
on the cell, the two signal lines are at equal voltage. As a load is applied to the cell, the voltage on one signal 
line increases slightly, and the voltage on the other line decreases very slightly.  
 
The indicator reads the difference in voltage between the two signals that may be converted to engineering 
or force units. Several indicators are available, and they have different advantages and disadvantages. The 
decision on which indicator to use that meets your needs might be based on the best non-linearity and 
stability specifications. 
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Figure 40: Morehouse 4215 High Stability Indicator 

 

Non-linearity and uncertainty specifications 

 
The specification that most users look for in an indicator is Non-Linearity. The better the Non-Linearity is, 
the less the indicator will contribute to the system uncertainty.  
 
Some indicators on the market may specify accuracies in the percentage of reading. Although these may 
include specifications such as 0.005 % of reading, they can cause negative impacts on the system's 
uncertainty. The problem is that the resolution or number of digits may be such that the specification will 
not be maintained. Morehouse has a 4215 High Stability Indicator pictured above with 0.002 % Non-
Linearity specification. The Morehouse 4215 meter will display up to 5 decimals in mV/V, equating to a 
resolution of 200,000 to 400,000 counts on the most common load cells.  
 
In other cases, the indicator may require adjustment at various span points to achieve non-linearity 
between span points that they are substituting for an overall accuracy specification. The purpose of multi-
spanning the range in an indicator is to divide the sensor output range into smaller segments and reduce 
Non-Linearity errors. However, accuracy claims can be questionable. Ensure the accuracy specification 
includes stability over time, repeatability, non-linearity, temperature characteristics, and consideration of 
the resolution.  
 
Non-linearity errors in a load system can be drastically reduced by: 

¶ Employing the right calibration and measurement process 

¶ Pairing a highly stable indicator to the load cell 

¶ Having the system calibrated to highly accurate standards such as Primary Deadweight Standards 

¶ Using ASTM E74 or ISO 376 calibration coefficients to convert load cell output values into force 
units.  

 
Better linearity can be achieved using a Morehouse HADI or 4215 load cell indicator with the Morehouse 
calibration software, which is included with the indicator. The Morehouse 4215 Plus can use the software, 
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or coefficients can be manually entered. For those not wanting to use a computer, the 4215 Plus is the 
recommended choice. The 4215 Plus, when comparing Non-Linearity, the HADI is better than 0.002 % of full 
scale, the 4215 H and 4215 Plus are better than 0.002 % of full scale, and the PSDS is better than 0.005 % of 
full scale. 
 
Stability and drift  
 
This characteristic is often more difficult to quantify on non-high-end multimeters. Some indicators will 
specify thermal drift, long-term stability of zero, and some actual stability per range. Often over $10,000, 
the indicators will fall into specifying drift at different intervals, such as 90 days (about three months) and 
one year. Most indicators under $2,500 will not specifically address 90 days or 1-year stability. Stability can 
be monitored and maintained by a load cell simulator. However, a user can live with the entire system drift 
of the load cell and indicator combined.  
 
The $10,000 plus indicators from Agilent, Keysight, and Fluke win in this category, yet these are not portable 
and are often overkill for general application force systems. The Morehouse HADI, with long-term stability 
of zero at 0.0005 %/year at room temperature, is an excellent choice for around a fraction of the cost. 
 
Resolution  
 
Using the indicator as a field system, a stable resolution of greater than 50,000 counts over the load cell's 
output range will allow higher-order fits. It is also desirable for ASTM E74 calibrations because a higher 
order fit generally yields a Lower Limit Factor (LLF) and better Class AA and Class A loading ranges. The 
Morehouse HADI is an excellent indicator to pair with your reference standard to calibrate other load cells, 
as it can display 4.50000 mV/V stable to within 0.00001 mV/V on a good load cell. Either our 4215 HS or Plus 
is the next best choice as it is typically stable to within 0.00002 mV/V. 
 

Number of span points 

This assumes you require the actual display to read in engineering units and are not okay with 4.00001 
mV/V representing 10,000.0 force units such as lbf or kN. If you want the indicator to read 10,000.0 when 
10,000.00 is applied and do not want to use a computer for the physical display, then the Morehouse 4215 
Plus or C705P, which stores coefficient files, is an excellent choice. 
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Figure 41: Morehouse C705P Indicator 

 
The Morehouse C705P indicator comes standard with an up to 7-pt linearization option and the ability to 
use coefficients. We recommend using the coefficient function because as the system drifts, so will the 
readings. 
 
Therefore, 10,000.0 today may equate to 10,000.9 in a year. If coefficients are used, we would report the 
values in mV/V and reprogram based on mV/V internally. The only downside is that the units must be 
toggled between mV/V and force units, as only one can be displayed simultaneously.   
 
The Morehouse 4215 Plus can use calibration coefficients and display both mV/V and force units 
simultaneously, or the Morehouse 4215 and HADI with the software would also work if one wanted drift 
corrected during calibration. 
 
Environmental conditions  
 
Specifications such as temperature effect on zero and temperature effect on span indicate the 
environmental effects. The Morehouse HADI is excellent in this category, with a typical one ppm per degree 
Kelvin and a max of 2 ppm. 
 
Four or six wire sensing  
 
Cable resistance is a function of temperature and length. A 4-wire system will have additional errors from 
temperature changes and from using cables of different lengths. In most cases, changing a cable will require 
calibration, while a 6-wire system will run sense lines separate from excitation and eliminate the effects due 
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to these variations. The Morehouse 4215 and HADI are both 6-wire systems. 
 

Required load cell output. 
 
Some indicators cannot handle load cell output above 2.5 mV/V, creating problems with 3 mV/V and 4 
mV/V load cells. Morehouse indicators such as the PSDS, HADI, and 4215 handle load cells with output up to 
4.5 mV/V.  

 
 

Figure 42: Morehouse PSDS Indicator 
 

Ease of use  
 
This is a preference-based consideration. Some ease-of-use examples eliminate the need for a computer or 
power supply. Or not having to use load tables and merely pushing the spacebar for the computer to grab 
readings. If you want something simple that does not need a power cord, the PSDS is the winner. The HADI 
is the winner if you want a portable system that can run on laptop power and capture readings.  
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Figure 43: Morehouse G501F Indicator 

 
If one can use a power cord and wants a bit more in terms of span points, less cost, and less portability, we 
have a G501F indicator that provides a simple solution for one compression and tension-type load cell.  
 
Multiple span points can be programmed to get closer to the nominal value. This meter is a direct 
replacement and upgrade over several other inexpensive meters on the market.  
 
Ruggedness  
 
The Morehouse HADI, G501F, and PSDS are enclosed and more durable than the 4215. The PSDS, and 
G501F would be the hardest to break physically and the best choice for a very rugged environment where a 
computer cannot go. 
 
The number of load cell channels required.  
 
If you want to use several load cells on the system, the Morehouse 4215 HS or HADI can be used. If the 



Force Calibration for Technicians: Top Conditions, Methods, and Systems that Impact Force Calibration Results V3 
Author: Henry Zumbrun, Morehouse Instrument Company 

Page 56 6/2024 

 

 

requirement is to set each channel up to multiple span points, then the 4215 HS or the Morehouse/Admet 
Indicator would win. 
 
If you had a compression or tension-only load cell or two, the PSDS is a sub $ 1000.00 indicator that can 
read TEDS (Transducer Electronics Datasheet) templates 33,40 and 41. 
 
Excitation voltage 
 
Some users may need to change the excitation voltage or have a specific requirement for a 10V DC 
excitation to be applied to the sensor. In this scenario, the Morehouse 4215 is the only choice. 
 
Choosing the right indicator is often a matter of personal preferences. The HADI indicator comes first for 
several selection criteria, yet these may not be the criteria that matter for your individual needs. Choose the 
indicator that meets your needs and has the best non-linearity and stability specifications. If you need a 
rugged, battery-powered indicator with at least 50,000 counts of resolution, a PSD is an excellent choice. 
HADI may make the most sense if you need a stable system and can carry a laptop. Finally, if you need a 
system where you must have a live display, use a computer, and need a 10V excitation source, 4215 would 
be a great option. 
 
This section covers the basics of selecting the right equipment and knowing the proper terminology; the 
next section will cover more advanced applications. 
 

TEDS  

Introduced in the early 2000s, TEDS IEEE chips promised to revolutionize load cell application 
standardization and efficiency.  
 
However, TEDS for Load Cells never took off how they should have. There are multiple reasons, from the 
cost to implement, the increased calibration cost, incorrect implementation of the IEEE standard, and 
creation of proprietary and non-compliant standards such as "SigCal, " Signature Calibration," and "TEDs 
Enabled" that confused users.   
 
This section explores the world of TEDS for load cells, uncovering the potential pros and cons, applications 
for TEDS for load cells, and considerations to help you decide whether TEDS is suitable for your 
organization.  
 
Understanding TEDS for Load Cells: 
 
Aligned with the IEEE 1451.4 standard, TEDS IEEE chips can offer a transformative approach to integrating 
load cells.  
 
These chips are designed to embed essential information directly into load cells, providing a standardized 
data storage and retrieval method.  
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When looking for TEDS for load cells, one will want to look for "IEEE 1451.4 compliant". If not so labeled, the 
vendor should be contacted to verify compliance.    
 
This is important because several manufacturers use terms like "TEDS Enabled" or "SigCal," which are not 
entirely or partially IEEE 1451.4 compliant versions.  
 
TEDS Enabled, for example, only stores an identifier so the indicator can pull the S/N of the unit. Here, no 
calibration information is stored on the chip. Therefore, "TEDs enabled" load cells can neither talk to IEEE 
1451.4 compliant meters nor other "TEDS enabled" meters except the one it was calibrated with.  
 
IEEE 1451.4 TEDS is inherently a straightforward concept that can be fitted to new load cells or refitted to 
existing load cells. Implementation is via a simple memory chip. The chip is separate from the sensor bridge 
circuit, although wiring connections may be shared. People are confused and think TEDs will calibrate the 
load cell, yet it does not affect the bridge circuit. Instead, the memory chips store the information to allow 
the meter or DAQ to scale and linearize the output from the load cell.  
 
Therefore, it eliminates the need to manually program the indicator from the front panel and often 
eliminates the need to read hundreds of pages of user manuals to set up the indicator. 
 
Before exploring the templates' technical aspects, consider whether a TEDS for load cell system is the right 
choice for you.  
 
Top Pros of TEDS for Load Cells: 
 

1. Plug-and-Play Simplicity: Effortless setup due to automatic configuration, saving time and reducing 

errors. 

2. Cost-Effective Efficiency: Standardized data format promotes interoperability and eliminates 

manual configuration efforts, minimizing operational costs. 

3. Enhanced Accuracy and Reliability: Embedded sensor details and calibration data prevent manual 

entry errors and ensure accurate load cell readings. 

4. Streamlined Data Management: Easier access and management of load cell information, including 

calibration data, for efficient data analysis. 

5. Increased Versatility and Safety: Interoperability across platforms and protection against incorrect 

settings or connections improve overall system flexibility and safety. 

Sounds great, doesn't it, though there are also cons, which can be expensive to maintain.   
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Top 5 Cons of TEDS for Load Cells: 
 

1. Cost Implications: Integrating TEDS into load cells may involve additional costs, impacting 

organizations with existing load cell systems that require retrofitting. A chip can easily be 

embedded in the load cell or cable, though new indicators must be purchased. Typically, indicators 

with the ability to read and write TED templates are much more expensive.  

2. Limited Adoption and Compatibility: Despite IEEE standardization, not all meters may comply with 

the TEDS IEEE 1451. Many meters list TEDS-enabled, which means they only store the ID, not the 

calibration data, potentially affecting seamless interoperability in mixed systems. 

3. Complexity in Calibration: Integrating TEDS into load cells can introduce more calibration work for 

the calibration laboratory. For instance, load cells that are calibrated with a meter require an "As 

Received" calibration, then a separate calibration or run to obtain the raw values (likely mV/V), 

programming the TED chip, and then the "As Returned" verification. The cycle time is typically at 

least double for the calibration lab, which increases calibration costs.  

4. Meter Calibration: If one wants to establish metrological traceability, one must either pay for all of 

their readouts (indicators) to be calibrated that can read the TEDS for load cell chips or purchase 

more equipment, such as a high-end load cell simulator to calibrate all their meters.  

5. Data Security Concerns: TEDS IEEE chips raise concerns about embedded data security within load 

cells, necessitating measures to protect sensitive information. 

 
TEDS for Load Cells can undoubtedly lead to better efficiency gains, and the lure of using multiple load cells 
and only needing one calibrated meter with TEDS is appealing.  
 
Despite the additional calibration cost, buying IEEE 1451.4 TEDs equipment can reduce costs for most 
customers. It also lets customers calibrate their indicators in-house by purchasing a high-load cell accuracy 
simulator. 
 
Templates and How TEDS stores information. 
 
IEEE has published a great resource with the tables shown @ https://standards.ieee.org/wp-
content/uploads/import/documents/tutorials/teds.pdf    
 
Information stored on the IEEE 1451.4 standard memory chip is organized into four sections. The first two 
are required, and the last two are optional. 
 
1)Basic Teds:  Serial Number and other misc. information 
2) Standard template: Stores the basic calibration data like output range, calibration date, force units, and 
excitation. 
 
Template 33 for mV/V load cell (unamplified)  
Template 31 for 4-20mA or 0-20mA 
Template 30 for voltage amplified. i.e. 0-5V, .5 to 10.5V, etc. 
3)Linearization templates (optional) 

https://standards.ieee.org/wp-content/uploads/import/documents/tutorials/teds.pdf
https://standards.ieee.org/wp-content/uploads/import/documents/tutorials/teds.pdf
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Template 40 provides linearization data piecewise (shown below on a graph as a 4 pt Span point option).  
 
Template 41 provides linearization data via a curve fit polynomial. (Ideally suited for using calibration 
information from Morehouse ASTM E74 or ISO 376 certificates, as well as any Tension and Compression 
load cell)  
 
The disadvantage of any of the above templates is the inability to characterize a load cell well in tension and 
compression.  
 
The programmed mode (compression or tension) will be closer to nominal, and the other mode will likely 
have large deviations unless the load cell has perfect symmetry between modes (this is rare). 
 
There are ways to install two different TEDS for load cell chips in one load cell.  If that option is chosen, the 
operator typically must use a switch to change between the two different chips.    
 
4) User TEDS: Additional memory space that can store miscellaneous information. The standard does not 
define this information. Therefore, if the load cell is to be used by multiple brands of indicators, it must not 
contain any necessary information.  
 
Note: Compression and Tension points can be programmed, though it depends on the ƳŜǘŜǊκ5!vΩǎ 
firmwareΩǎ ability to make the proper interpretation and calculation.  
 
It is highly recommended that any programming method be verified with the entire system and that the user 
understands how their meter interprets the data. A good validation method would be to send the system in 
with the meter and request a second calibration after the TEDS chip has been programmed.   
 
Note: If the calibration is performed using ISO 376 or ASTM E74, the coefficients from the polynomial 
equation must be used. 
 
Templates 33,40 & 41  
 
Template 40 is nice as it offers more data points, though it has significant disadvantages compared with 
Template 41.  
 
One of the more significant differences is calibration, assuming the end-user wants data reported in 
engineering units.  
 
Any force-measuring system will drift over time and may require adjustments to bring the unit as close to 
nominal as possible. Templates 33 & 40 will likely create more calibration time and cost for the end-user to 
adjust their system constantly.  
 
Template 41 may also create more time if a calibration standard like ASTM E74 or ISO 376 is not followed. 
 
If the desire is to have force readings as close to nominal as possible for all templates, three calibrations 
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would likely be needed to make that happen.  
 
Template 33 or 40 is typically for calibration in one mode, Compression or Tension. 
 

1. An "As Received" calibration in force units.  

2. A separate calibration to obtain A/D or mV/V values to reprogram the TEDS for load cells chip.  

3. An "As Returned" calibration will show the new values and the errors from the nominal.  

 
Note: The price for this type of calibration is typically 1.5 times the cost of a regular calibration.  
 
For Template 41, only one calibration would need to be performed and recorded in mV/V or A/D counts if a 
calibration standard like ASTM E74 or ISO 376 is not followed.  
 
Template 41 criteria typically for only one calibration in one mode, Compression or Tension. 
 

1. The load cell is always calibrated in mV/V without or without an indicator, or A/D counts with an 

indicator.  

2. The calibration conforms to ASTM E74 or ISO 376 and generates coefficients.  

3. The Teds for the load cell chip are programmed with coefficients. 

4. The end-user must be okay with all mV/V or A/D counts calibration reports. 

 
Note: If without the indicator, whatever indicator is used must be calibrated, and measurement 
uncertainties must be accounted for.   
 
Also, the calibration required doubles if the end-user wants the data in engineering units programmed as 
close as possible to nominal, lbf, kgf, N.   
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Morehouse Products with TEDS 

 
Figure 44 Morehouse PSDS meter can read TEDS templates 33,40 & 41. 

 
We have a PSDS; the only option under $ 1000.00 we have seen that can read all three templates.  
 
The manual for this device can be downloaded here.  
 
From our manual on how the PSDS works: 
 
All standard TEDS devices contain a basic 2-point calibration.  
TEDS devices can also optionally hold multiple extended calibration tables: template ID=40 (multi-point 
calibration) or template ID=41 (polynomial calibration).  
When you first connect a new TEDS device to the PSDS, a message will be displayed stating that a new TEDS 
device has been detected and that default settings have been used.    
The first detected, valid calibration table from the TEDS device will be selected.   
The user can select an alternative calibration table from the menu or Toolkit, and this selection will be 
remembered. The table will be re-selected next time the device is plugged in. 
 

https://mhforce.com/wp-content/uploads/2023/03/PSDS-Portable-Sensor-Device-Manual-PM-6000.pdf
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Figure 45 Morehouse 4215 Plus Does Not Come Standard with TEDS 

 
Unlike the PSDS, the 4215 Plus does not come standard with the ability to read and write TED templates 
33,40, & 41.  
 
This upgrade can be added, though the lead time is typically longer.  
 
The 4215 Plus comes standard with the ability to use polynomials internally, making it an excellent choice to 
reap the benefits of using coefficients to generate a polynomial curve.  
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Force Calibration System Accuracy  

At Morehouse, we are frequently asked about accuracy, with questions ǎǳŎƘ ŀǎ ά²Ƙŀǘ ƛǎ ǘƘŜ ŀŎŎǳǊŀŎȅ ƻŦ 
ǘƘƛǎ ǎȅǎǘŜƳ ȅƻǳ ƻŦŦŜǊ ŦƻǊ ǎŀƭŜΚέ  
 
At first glance, it should be an easy question to answer, ŀƴŘΣ ƛƴŘŜŜŘΣ ǿŜ ŎƻǳƭŘ ƎƛǾŜ ŀ Ǝƭƛō ŀƴǎǿŜǊ ƻŦ άOur 
ǎȅǎǘŜƳ ƛǎ ŀŎŎǳǊŀǘŜ ǘƻ лΦллр ҈ ƻŦ Ŧǳƭƭ ǎŎŀƭŜΦέ IƻǿŜǾŜǊΣ ǘƘŜǊŜ ŀǊŜ ǎƻ Ƴŀƴȅ ǾŀǊƛŀōƭŜǎ ǘƻ ŎƻƴǎƛŘŜǊ ǘƘŀǘ ƎƛǾƛƴƎ 
this throwaway answer sets the wrong expectations.  
 
Morehouse recommends systems based on an understood requirement and where the end-user can control 
ŎŜǊǘŀƛƴ ŎƻƴŘƛǘƛƻƴǎΦ ²Ŝ Ƴǳǎǘ ǳƴŘŜǊǎǘŀƴŘ ǘƘŜ ŀǇǇƭƛŎŀǘƛƻƴ ŀƴŘ ƪƴƻǿ ǘƘŜ ŎǳǎǘƻƳŜǊΩǎ ŜȄǇŜŎǘŀǘƛƻƴǎΦ We can 
only provide a complete system with the right indicator and appropriate adapters when we know these 
parameters.  
 
To further clarify, below is a detailed explanation based on these basic premises and ground rules:  
 

1. The definition of Accuracy per VIM (International Vocabulary of Metrology). 

2. You cannot have a more accurate system than the reference standard used to calibrate it. 

3. Agreement on the calibration method for portability of the data. 

4. Other manufacturers may overpromise and underdeliver. 

 
1. The definition of Accuracy per the VIM 

The current draft of the International Vocabulary of Metrology (VIM) defines Measurement Accuracy as 
άǘƘŜ ŎƭƻǎŜƴŜǎǎ ƻŦ ŀƎǊŜŜƳŜƴǘ ōŜǘǿŜŜƴ ŀ ƳŜŀǎǳǊŜŘ ǾŀƭǳŜ ŀƴŘ ŀ ǊŜŦŜǊŜƴŎŜ ǾŀƭǳŜ ƻŦ ŀ ƳŜŀǎǳǊŀƴŘΦέ9 The VIM 
then states that Accuracy can be interpreted as the combination of measurement trueness and 
measurement precision. 
 
 

 
Figure 46: Measurement Accuracy Expressed Graphically 

 
Accuracy is how close the system is to the nominal value (measurement trueness) and how well the system 
repeats (measurement precision). The above graph gives a graphical representation of this explanation. For 
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example, suppose we had a 10,000 lbf load cell, and the accuracy specification was ± 0.05 % of full scale. In 
that case, we should expect the system to read 10,000 ± 5 lbf when used under the same calibration 
conditions, and that specification should be repeatable.   
 
A better description of what is above ǿƻǳƭŘ ōŜ ǘƻ ǎǳōǎǘƛǘǳǘŜ ǘƘŜ ǿƻǊŘ ά!ŎŎǳǊŀŎȅέ ŦƻǊ άbiasΦέ Bias is a Type B 
contributor to measurement uncertainty, while precision is Type A.   
 
wŜǇŜŀǘŀōƛƭƛǘȅΣ ƻǊ Ƙƻǿ ǿŜƭƭ ƛǘ ǊŜǇŜŀǘǎΣ ƛǎ ŘŜŦƛƴŜŘ ƛƴ ǘƘŜ ±La ŀǎ άƛǘ ǊŜǇŜŀǘǎ ǿƘŜƴ ǘƘŜ ǎŀƳŜ ǇǊƻŎŜŘǳǊŜΣ 
ƻǇŜǊŀǘƻǊǎΣ ǎȅǎǘŜƳΣ ƻǇŜǊŀǘƛƴƎ ŎƻƴŘƛǘƛƻƴǎΣ ƭƻŎŀǘƛƻƴΣ ŀƴŘ ŦƻǊŎŜ ƳŀŎƘƛƴŜ ŀǊŜ ǳǎŜŘΦέ1 This definition is what 
makes defining Accuracy difficult. Force is mechanical, and the interactions of different equipment and 
loading conditions can significantly affect the output and Accuracy of the force-measuring system. 
Therefore, we must understand the application, know the expectations, and provide the complete system 
with the appropriate indicators and adapters.  
 

2. You cannot have a more accurate system than the reference standard used to calibrate it.  

Common sense says that the reference standard must be more accurate and repeatable than the system 
used to calibrate. Many international standards document these calibration procedures and calculations, 
which subsequently allow the portability of test data, along with laboratory accreditation groups that keep 
everyone honest. 

 

 
Figure 47: ASTM E74 Pyramid of Ratios 

 
International calibration standards agree on the factors and levels of accuracy, which are depicted here. Any 
accredited calibration laboratory should have a scope, and their measurement capability should be listed 
using the above classifications.  However, things are not always what they appear to be, and you need to 
know what to look for in these certs and promises.  
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For example, let us look at three labs:  
1. The way it should be - using an actual calibration laboratory as an example. 

2. Barely acceptable - using a hypothetical laboratory. 

3. Disaster - using a hypothetical laboratory. 

In these examples, we will demonstrate measurement risk using specific or bench-level risk scenarios 
regarding capability.  
 
Here are three examples of what happens at various levels of Accuracy from Morehouse at 0.0016 %, 
/ŀƭƛōǊŀǘƛƻƴǎ άwέ ¦ǎ ŀǘ лΦлп ҈Σ ŀƴŘ aŀƭŀǊƪȅ /ŀƭƛōǊŀǘƛƻƴ ŀǘ лΦм ҈Φ  
 

 
Figure 48: Morehouse Does the Calibration with Primary Standards 

 
When a 10,000 lbf force-measuring system has a specification of ± 5 lbf or 0.05 % of full scale, applying 
ŀŎŎŜǇǘŜŘ ŎƻƳǇƭƛŀƴŎŜ ŘŜŎƛǎƛƻƴǎΣ aƻǊŜƘƻǳǎŜ Ŏŀƴ άǇŀǎǎέ ǘƘŜ ƛƴǎǘǊǳƳŜƴǘ ƛŦ ǘƘŜ ǊŜŀŘƛƴƎ ƛǎ ōŜǘǿŜŜƴ фΣффрΦмтл 
and 10,004.825. This is a significantly larger window to say an instrument is good compared to other 
calibration laboratories that use secondary standards. They use standards that are typically 10-20 times less 
accurate.  
 
¢ƘŜ ǎŜŎƻƴŘ ƭŀōƻǊŀǘƻǊȅ ǿƛǘƘ ǘƘŜ лΦлп ҈ ŎŀǇŀōƛƭƛǘȅ Ŏŀƴ ƻƴƭȅ άǇŀǎǎέ ǘƘŜ ƛƴǎǘǊǳƳŜƴǘ ǿƘŜƴ ƛǘ ǊŜŀŘǎ ŀƭƳƻǎǘ 
perfectly between 9,999.108 and 10,000.892.  

Acceptance Nominal Value 10000

Tolerance limit Lower specification Limit 9995

5 Upper Specification Limit 10005

Measured Value 10000.0

Measurement Error 0

Std. Uncert. (k=1) 0.09

Total Risk 0.00%

Upper Limit Risk 0.00%

Lower Limit Risk 0.00%

TUR = 29.39471822
Simple Guard Band with Subtraction Uncertainty Only

Guard Band LSL 9995.170

Guard Band USL 10004.830

Guard Band LSL 9995.175

Guard Band USL 10004.825

Guard Band Limits to Assure 2 % RISK or Less 

Calibration "R" US Performs the Calibration

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

9994 9996 9998 10000 10002 10004 10006

MV LSL Nominal Value USL Uncert. Dist GB LSL GB USL



Force Calibration for Technicians: Top Conditions, Methods, and Systems that Impact Force Calibration Results V3 
Author: Henry Zumbrun, Morehouse Instrument Company 

Page 66 6/2024 

 

 

 
Figure 49: A Lab Using Load Cells as Standards Does the Calibration 

 

Lastly, we have a disaster when a device is submitted to a laboratory that does not have the capability. They 

άŎŀƭƛōǊŀǘŜέ ǘƘŜ ŘŜǾƛŎŜ ǿƘŜǊŜ ǘƘŜ ŜȄǇŜŎǘŀǘƛƻƴ ƛǎ ҕ р ƭōŦΣ yet the best they can do is ± 10 lbf. Their graph 

shows that 31.73 % of the curve will be outside the specification limit in the absolute best case. This means 

the customer must accept an absurd amount of risk. The risk to the end-user of this equipment is high, as is 

the likelihood of future lawsuits, mass recalls, enormous amounts of rework or scrap, and worse still, a 

seriously tarnished reputation for quality.  

 

 
Figure 50: A Lab Using Load Cells as Standards Calibrated by Other Load Cells Does the Calibration 

 
3. Agreement on the calibration method for the portability of the data 

We will keep this simple by limiting our analysis to the two most common types of calibration: 

Acceptance Nominal Value 10000

Tolerance limit Lower specification Limit 9995

5 Upper Specification Limit 10005

Measured Value 10000.0

Measurement Error 0

Std. Uncert. (k=1) 2.00

Total Risk 1.24%

Upper Limit Risk 0.62%

Lower Limit Risk 0.62%

TUR = 1.249869804
Simple Guard Band with Subtraction Uncertainty Only

Guard Band LSL 9999.000

Guard Band USL 10001.000

Guard Band LSL 9999.108

Guard Band USL 10000.892

Guard Band Limits to Assure 2 % RISK or Less 

Calibration "R" US Performs the Calibration

0

0.05

0.1

0.15

0.2

0.25

9990 9992 9994 9996 9998 10000 10002 10004 10006 10008 10010

MV LSL Nominal Value USL Uncert. Dist GB LSL GB USL

Acceptance Nominal Value 10000

Tolerance limit Lower specification Limit 9995

5 Upper Specification Limit 10005

Measured Value 10000.0

Measurement Error 0

Std. Uncert. (k=1) 5.00

Total Risk 31.73%

Upper Limit Risk 15.87%

Lower Limit Risk 15.87%

TUR = 0.499991666
Simple Guard Band with Subtraction Uncertainty Only

Guard Band LSL 10005.000

Guard Band USL 9995.000

Guard Band LSL 10005.269

Guard Band USL 9994.731

Guard Band Limits to Assure 2 % RISK or Less 

  Malarky Calibration Performs the Calibration

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

9975 9980 9985 9990 9995 10000 10005 10010 10015 10020 10025

MV LSL Nominal Value USL Uncert. Dist GB LSL GB USL



Force Calibration for Technicians: Top Conditions, Methods, and Systems that Impact Force Calibration Results V3 
Author: Henry Zumbrun, Morehouse Instrument Company 

Page 67 6/2024 

 

 

a. Calibration following ASTM (American Society for Testing & Materials) E74.  

b. The commercial type of calibration consists of a 5-to-10-point calibration, known as the non-

ASTM method. 

a. Morehouse Load Cells and Accuracy with ASTM E74 Calibration  
The specifications of our Ultra-Precision Load Cell state that they are accurate to 0.005 % of full scale, 
meaning that the ASTM LLF (lower limit factor, which is the expected performance of the load cell) is better 
than 0.005 % of full scale. However, this is only one component of the much larger Calibration and 
Measurement Capability Uncertainty parameter (sometimes called CMC). When the load cell is under the 
same conditions that Morehouse used for calibration (same adapters, application with a machine that is just 
as plumb, level, square, rigid, has low torsion, and other repeatability conditions), it is expected to perform 
better than 0.005 % of full scale.  
 
The expected performance on a 10,000 lbf load cell is better than 0.5 lbf (10,000 * 0.005 %). Therefore, at 
ǘƘŜ ǘƛƳŜ ƻŦ ŎŀƭƛōǊŀǘƛƻƴΣ ǘƘŜ ƭƻŀŘ ŎŜƭƭΩǎ ŜȄǇŜŎǘŜŘ ǇŜǊŦƻǊƳŀƴŎŜ ǿƛƭƭ ōŜ ōŜǘǘŜǊ ǘƘŀƴ лΦллр ҈ ƻǊ рл ǇŀǊǘǎ ǇŜǊ 
million. 
 
b. Morehouse Load Cells and Accuracy with Non-ASTM Calibration  
We know from the accreditation requirements that when we test a good force-measuring system in our 
machine, it will repeat. We have done countless tests and incorporated these into our CMC uncertainty 
parameter. When we perform calibrations, we report the measurement uncertainty and consider it.  
 
Thus, when we set the specification, it includes our measurement uncertainty at the time of calibration. 
That uncertainty captures the repeatability conditions well. The uncertainty is also quite low in almost all 
cases below 120,000 lbf of Force. The uncertainty is 0.002 % of applied Force or better because Morehouse 
Deadweight Primary Standards are the most accurate force machines. 
  

https://mhforce.com/product/ultra-precision-shear-web-load-cell/
https://mhforce.com/calibration/force-calibration/
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4. Other manufacturers may overpromise and underdeliver. 

 

 
Figure 51: Averages Hide the Extremes 

 
Morehouse will not overpromise and underdeliver a solution. However, other manufacturers have different 
methods for testing their devices. Some are conservative, others not so much. Morehouse has been around 
long enough to hear and witness countless customer stories.  
Often, it is too late because the end-user has bought a device and been promised an accuracy that no other 
calibration laboratory can meet. These over-promising suppliers do not understand metrology and 
consequently promote terrible, often impossible measurement practices.  
 
Some notable examples include: 

1. Averages are used to specify a tolerance. The above figure above shows a plane being weighed. Not 

all the values are within the target weight, but based on the average (30,000 lbf), all is good since 

the target has not been breached.  

2. The simple, more economical way is easier than doing things correctly. It is easy to say you can do 

things, apply some force, and report results without knowing their use. This is an exploitation of the 

customer.  

3. The resolution is equal to Accuracy. This is a large, complex issue concerning conformity assessment 

and uncertainty. We have many published guidance documents and whitepapers on Measurement 

Risk and TUR (Test Uncertainty Ratio) available for download from our website.  

https://mhforce.com/documentation-tools/?_sft_support-item-tag=guidance-document,technical-paper
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4. Using a specification of non-linearity for Accuracy. The problem is that this does not include critical 

factors such as the meter, reference standard, adapters, and everything that impacts the 

measurement results.  

5. The location of the measurement must be considered when making a conformity assessment of a 

άǇŀǎǎέ ƻǊ ŀ άŦŀƛƭΦέ 

Measurement Bias    

What can happen when we use an accuracy specification and assume all the measurements are centered 

per the specification limits? Many people in the metrology community face this as many papers assume a 

centered process or measurement.  

 

The last section dealt with accuracy and made assumptions about the process being centered.  

 

When the measurement deviates from the true value, it is said to have bias. Measurement bias refers to 

systematic errors in a measurement or measurement process that consistently cause the measured values 

to deviate from the true value of the measured quantity. 

 

Making a conformity assessment could mean the measured value might be anywhere within the 

specification. In cases of simple acceptance, the measured value might even be at the tolerance limit.  

Why does this matter? When a known bias is ignored τi.e., not corrected or not included in the Statement 

of Measurement Uncertainty on the Calibration Certificateτyou may not fully achieve measurement 

traceability, and all subsequent measurements will be suspect. 

 

The Location of the Measurement and Bias 
 
Why do we care about the location of the Measurement if the device is within tolerance? If a device has a 

specification of 0.1 % of full scale and the calibrating laboratory reports a value within 0.1 %, the device is 

"Within Tolerance. " However, realize that determining tolerance depends on all parties agreeing τ per a 

contract τ on a decision rule for how measurement uncertainty should be handled. 

 

It also depends on the uncertainty of the measurement and whether the lab performing the calibration 

followed the proper calculations in evaluating the Uncertainty of Measurement (UOM) when making a 

statement of conformity. 



Force Calibration for Technicians: Top Conditions, Methods, and Systems that Impact Force Calibration Results V3 
Author: Henry Zumbrun, Morehouse Instrument Company 

Page 70 6/2024 

 

 

 
Figure 52: Graph Showing 10 009.0 as the Measured Value  

 
Making a conformity assessment of "In Tolerance" is all about location, location, and location of the 
Measurement. It's also about the Uncertainty of the Measurement because anything other than a nominal 
measurement can significantly raise the risk associated with the Conditional Probability of False Accept 
(PFA).  
 
The probability of a false acceptance is the likelihood of a lab calling a measurement "In Tolerance" when it 
is not. PFA is also commonly called consumer Ǌƛǎƪ όʲΥ ¢ȅǇŜ LL 9ǊǊƻǊύΦ  
 
The measurement location we are referring to is how close the Measurement is to the nominal value. If the 
nominal value is 10 000.0 N and the instrument reads 10 009.0 N, the instrument bias is 9.0 N, as shown in 
the above figure. The bias is 0.09 % of the measured value or 90 % of the overall tolerance. 
 
The higher the measurement bias from the nominal, the higher the Measurement Uncertainty of 
subsequent measurements unless the measurement bias is corrected. In the above, if the unit under test 
becomes the reference standard, and the measurement bias is not corrected, future measurements with 
this Reference Standard will introduce additional Measurement Risk that is not accounted for in the 
reported Measurement Uncertainty.  
 
Note:  NIST SOP 29 has additional information on bias and gives further examples of accounting for any 
measurement bias in an uncertainty budget. 
  

https://www.nist.gov/document/sop-29-assignment-uncertainty-20190506pdf
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Low-Risk Scenario 

 
  

High-Risk Scenario 

  
Figure 53: Graph Showing 10 009.0 as the Measured Value Comparing Two Different Calibration Providers 

 
 
The above figure compares two suppliers using a discrete measurement point at the bench level, resulting 
in different calibration process uncertainty values. The bottom graph shows the higher risk level using a 
different supplier.  
 
The new provider has a higher Measurement Uncertainty of 0.025 % than shown in the High-Risk Scenario 
graph, where the calibration provider had a 0.0016 % Measurement Uncertainty. Everything else has 
remained the same. However, the overall measurement risk is now 21.19 %.  
 
The assumption is that the measurement bias is known (+ 9 N). Although the risk is 21.19 %, the bias can 
usually be corrected (adjusting the measuring system) or incorporated in a measurement model as a 
correction. Using the high-risk scenario, we will discuss what happens when bias is not corrected. 
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What happens when we do not correct the bias?  
 
Let us look at the high-risk scenario. When 10 000.0 N of force ± 2.50 N was applied, the measured value 
was 10 009.0 N.   
 
The right thing for the end-user to do is to load the device to 10 009.0 N to apply 10 000.0 N of force. Let us 
assume they do not do that and use this device to calibrate another 10,000 N instrument.  
 
If we look at the minimum Measurement Uncertainty for the device that read 10 009.0, assuming the bias is 
corrected, the Measurement Uncertainty would have to be greater than that of the Measurement 
Uncertainty used for calibrating the device, which was ± 2.50 N.  
 
The Measurement Uncertainty for this device would be ±2.5 N plus additional Measurement Uncertainty 
contributors for repeatability, reproducibility, resolution, environmental, stability between calibrations, and 
other error sources. Likely, our measurement uncertainty assuming stability of 0.02 % as the second highest 
contributor would become around 5.178 N.  
 

Figure 54: Graph Showing 9 996.0 as the Measured Value 
 
Scenario 1: Bias is corrected by loading the reference standard to 10 009.0 N to apply 10 000.0 N. 
 
The above figure shows a subsequent measurement being made with the calibrated device that read 10 
009.0 N when 10 000.0 N ± 2.5 N was applied. This device is now used as a reference standard to calibrate 
other devices (UUT).  
 
The graph represents correcting the reference standard for the + 9 N bias and using it to calibrate another 
device (UUT). The measured value of the Unit Under Test reads 9,996 N. 
 
The reference standard is being loaded to 10 009.0 N to apply 10 000.0 N ± 5.178 N. The UUT reads 9996.0 
with a Total Risk of 1.02 %. 
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Figure 55: Graph Showing What Happens if we do not correct for the + 9 N Bias. 

 
Scenario 2: The reference standard is not loaded to 10 009.0 N to apply 10 000.0 N. Instead, the device is 
loaded to 10 000.0 N, which means only 9 991.0 N is applied (10 000.0 ς 9.0 = 9 991.0) 
 
We show that we are not correcting this +9 N bias graphically by subtracting 9 N (9 996.0 ς 9.0 = 9 987.0) 
from the measured value. The UUT reads 9 987.0 N, which could result in the lab failing the instrument and 
deciding to adjust the device within the acceptance limits (the measured value of this calibration is now off 
by 9 N and transferred to the UUT).  
 
The result of not correcting for the +9 N bias is a failed instrument that has been adjusted using a reference 
standard with a high bias and a measurement risk above 87 %. 
 
Bias Conclusion 
 
Using the manufacturer's accuracy specification and not correcting for bias can further increase 
Measurement Risk. Not correcting for bias seems to be a problem many in the calibration deal with, and 
their unsuspecting customers are getting calibrations that carry too much overall Measurement Risk.  
 
The risk of not correcting for this offset (Bias) should concern anyone making measurements. Furthermore, 
the habit of insisting on a 4:1 TUR assumes the measurement process is centered (measurement bias is 
corrected).  
 
In all cases, paying attention to the location of the Measurement and calculating Measurement Risk is 
imperative to making accurate measurements. Anyone wanting more accurate measurements 
(measurements with less Measurement Uncertainty) should have a defined process to account for and 
correct bias.  
 
They should also examine their calibration providers' practices in terms of how they handle and correct 
their measurement biases. 
  

Nominal Value 10000.0

Lower specification Limit 9990.0

Upper Specification Limit 10010.0

Measured Value 9987.0

Measurement Error -13.0

Std. Uncert. (k=1) 2.589

Total Risk 87.67%

Upper Limit Risk 0.000%

Lower Limit Risk 87.672%

TUR = 1.931223436

Cpk= -0.59120171

TAR= 3.99840064

Guard Band LSL 9995.178

Guard Band USL 10004.8219

Percent of Spec 48.22%
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Figure 56: Morehouse 4215 Plus & C705P Meters Use Coefficients to Reduce Bias 

 
Morehouse has many options with our force calibration systems that use coefficients generated during 
calibration. Our 4215 plus and C705P use coefficients programmed into the indicator to help correct and 
minimize measurement bias. 
 
When the bias is not corrected, the risk of making a measurement that does not correctly account for bias 
can result in an underestimation of measurement uncertainty and, therefore, disagrees with the 
metrological traceability definition and undermines measurement confidence. 

Load Cell Stability  

Load cells combine metal, strain gauges, adhesive, and more.  Like humans, every measuring instrument is 
subject to aging. Load cells age from mechanical stress or fatigue, and over time, this ensures that there will 
be some instability in the system. 
 
Some common factors that impact load cell stability or system stability include: 
 

¶ The meter used with the system - Like load cells, the electronic components can drift. 

¶ The amount of usage of the load cell. 

¶ The material and strain gauges used to make the cell. 

¶ If the load cell has been loaded past capacity, how many times has it been loaded? 

¶ Exposure to higher temperatures. 

¶ Amount of creep in the Load Cell. 

¶ Strain Hardening - This is why load cells get better with age until they do not. 

¶ High cyclic applications that stability can degrade vary gradually with time. 

¶ Manufacturing defects may show up vary gradually on some load cells. 

¶ Variations in applying the strain gauges. 

¶ Using different cables and connections than what was used during calibration. 

¶ Adapters - generally, calibration adapters do not impact stability, though changing the hardness and 
types of adapters can impact the calibration results.  

 
The list of factors that impact load cell stability can continue. There are thousands of variables that can 
cause a change in load cell stability. Having a documented process and purchasing load cells from reputable 
manufacturers is a start to controlling the load cell stability. 
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Not every source of load cell stability can be prevented. However, the impact of load cell stability can be 
detected and corrected by setting the appropriate calibration cycle, implementing statistical process 
controls, and following accepted good practice guidelines. 
 
Load cell stability or drift is usually assumed to be the change in the entire cell system from one calibration 
cycle to the next. 
 
Lǘ ƛǎ ǘƘŜ ǊŜƭŀǘƛǾŜ ǎǘŀƴŘŀǊŘ ǳƴŎŜǊǘŀƛƴǘȅ ƻŦ ŀ ǊŜŦŜǊŜƴŎŜ ŦƻǊŎŜ ǘǊŀƴǎŘǳŎŜǊΩǎ ƭƻƴƎ-term instability. In an 
uncertainty budget, load cell drift can be referred to as either the reference standard instability or the 
reference standard stability. 
 
Load cell stability can impact the following: 
 

¶ Potentially consume your uncertainty budget. 

¶ Cause the force measuring device to be out of tolerance. 

¶ Cause all measurements between the last and current calibration to be recalled. 

¶ Raise the accuracy specification of the system. 
 
 

Calibrating load cells for more than 50 years, Morehouse has observed all kinds of instabilities from 
different manufacturers.  Most load cells are categorized as either general purpose or those calibrated by 
more stringent standards, such as ASTM E74 or ISO 376. 
 
We will discuss both load cell types and their typical instability characteristics. In each case, we will start 
with the general uncertainty contributors, then progress to what we usually observe and recommend 
improvement. 
 
The systems are each broken down into Good, Common, and Bad.  Systems that fall into the good category 
are usually those by reputable manufacturers who understand load cells and indicating systems. 
 
The Common category may consist of suboptimal combinations, such as an excellent load cell and an 

average indicator or an excellent indicator and an okay load cell. In the Bad category, one or both 

components are unsuitable ŦƻǊ ǘƘŜ ŜƴŘ ǳǎŜǊΩǎ ƻǾŜǊŀƭƭ ǳƴŎŜǊǘŀƛƴǘȅ ƴŜŜŘǎΦ 

 
Typically, general-purpose load cells are more inexpensive and paired with indicating systems contributing 
to drift or system stability.  The requests we see on these systems are generally for a 10-pt. Calibration.  The 
accuracy specifications are usually 0.05 % to 1 % of full scale. 
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Figure 57:  Typical Instability Numbers for Various Load Cells 

 
The long-term instability of the reference force transducer is determined either from previous 
calibrations or by estimations of similar systems until the actual values can be obtained. The figure 
above shows the instability Morehouse typically observes on general-purpose load cells.  
 
Next, we will discuss calculating expanded uncertainty and how reference standard stability (or 
instability) affects overall expanded uncertainty. 
 

 
Figure 58:  Expanded Uncertainty Budget with 0.2 % instability. 

 
With general-purpose load cells, observing systems with accuracy specifications lower than the 
instability observed from one calibration to the next is common. If the accuracy requirement is for 0.1 % 
of full scale and the instability from one calibration to the next is 0.2 %, it becomes nearly impossible to 
claim 0.1 % accuracy as your tolerance. 
 
The above figure shows the uncertainty of 0.2 % instability on a 10,000 lbf load cell. This accounts for 
approximately 95.90 % of the uncertainty contribution. 
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When accounting for reference standard stability in an uncertainty budget, stability can be treated as 
type A or B. Most calibration laboratories claim instability as a type B uncertainty contributor with a 
rectangular distribution. This means that instability of 0.2 % would be divided by a square root of 3 (or 
1.732), about 0.115 %. 
 
Now, ƭŜǘΩǎ ǘƘƛƴƪ ŀōƻǳǘ ǘƘŀǘΦ ! ŎŀƭƛōǊŀǘƛƻƴ ƭŀōƻǊŀǘƻǊȅ ŎƭŀƛƳǎ лΦм ҈ ŀŎŎǳǊŀŎȅ ƻƴ ǘƘŜƛǊ ǎŎƻǇŜΣ ŀƴŘ ǘƘŜƛǊ 
ŘŜǾƛŎŜΩǎ ƛƴǎǘŀōƛƭƛǘȅ ŀŎŎƻǳƴǘǎ ŦƻǊ ммр ҈ ƻŦ ǘƘŜƛǊ ŀŎŎǳǊŀŎȅ ǎǘŀǘŜƳŜƴǘ ŀƭƻƴŜΦ ¢Ƙƛǎ ƛǎ ŀ ŎŀǎŜ ƻŦ ǎȅǎǘŜƳ 
stability accounting for more than 100 % allowable. 
 
The solution to this problem is often simple. Either shorten the calibration frequency or purchase better 
equipment. This could mean upgrading the indicator, load cell, or both. 
 
bŜȄǘΣ ƭŜǘΩǎ ŀǎǎǳƳŜ ǘƘŜ ŜƴŘ-user decided it would be much less expensive to buy a better load cell than 
to shorten the calibration interval. A year after the purchase, the reference standard stability is 
observed to be 0.05 % or 5 lbf on a 10,000 lbf load cell. 
 

 
Figure 59:  Expanded Uncertainty Budget with 0.05 % instability. 

 
In this example, shown above, the reference standard stability (load cell stability) is still the most 
significant contribution to expanded uncertainty. However, the end-user can now claim 0.1 % of full 
scale and have room to maintain the accuracy from one calibration to the next.  The instability can go as 
high as 0.077 %, and they could still be within the 0.1 % of full scale! 
 
Note: Morehouse recommends our Calibration Grade Load Cells and a G501F or C705P Indicator for 
General Purpose Calibration. 
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Figure 60:  Morehouse Calibration Grade Load Cells 

 
The Morehouse calibration grade load cell with G501F indicator will typically maintain an accuracy of 
0.1 % of full-scale year over year, with load cell stability accounting for about 0.05 % of overall accuracy. 
If an accuracy of 0.05 % or better is required, we recommend a different meter, the C705P, the 
Morehouse 4215 HS, or the 4215 Plus. 
 
 

 
Figure 61:  Typical Instability Numbers for ASTM Load Cell Calibrations 

 
Note: In this example, anything over 0.16 % of the applied force is bad because we are discussing ASTM 
calibrations, and section 11.2.1 has the requirements, and the stability requirements for a Class A 
device need to be better than 0.16 % of the applied force.   
 
The assumption is that most end-users use force-measuring instruments for calibration following ASTM 
E4 and would like to comply with the ASTM E74 standard. That requires a calibration interval of two 
years; otherwise, the end-user is to ensure the device is calibrated at an interval that meets the criteria.  
 
Through our experience, we have rarely observed bad load cells meeting the stability criteria if the 
calibration interval was shortened to one year. If stability is higher than 0.16 % and everything else 
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remains constant (e.g., the cell has not been overloaded), the recommendation is to replace the load 
cell. 
 
[ŜǘΩǎ ŎƻƳǇŀǊŜ ǘǿƻ ŜȄŀƳǇƭŜǎ ōȅ ŎƻƳǇŀǊƛƴƎ ŀ ǊŜŦŜǊŜƴŎŜ ǎǘŀƴŘŀǊŘ ǎǘŀōƛƭƛǘȅ ƻŦ лΦмс ҈ ǘƻ ŀ ǘȅǇƛŎŀƭ 
Morehouse HADI system with Ultra-Precision Class or a better load cell with 0.01 % stability. 
 

 
Figure 62:  ASTM E74 Expanded Uncertainty with 0.16 % Load Cell Stability. 

 

 
Figure 63:  ASTM E74 Expanded Uncertainty with 0.01 % load cell stability. 

 
The actual load cell in this test is a Morehouse Ultra Precision 10,000 lbf load cell with an ASTM lower 
limit factor (LLF) of 0.25 lbf. Assuming everything else remains the same, the Reference Standard 
{ǘŀōƛƭƛǘȅ όƭƻŀŘ ŎŜƭƭ ǎǘŀōƛƭƛǘȅύ ƛǎ ǘƘŜ ƭŀǊƎŜǎǘ ŎƻƴǘǊƛōǳǘƻǊ ǘƻ ǳƴŎŜǊǘŀƛƴǘȅ ƛƴ ōƻǘƘ ǎŎŜƴŀǊƛƻǎΦ  hŦǘŜƴΣ ǘƘƛǎ ƛǎƴΩǘ 
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the case.  Load cells with bad instability often have much higher LLFs than better load cells.  A load cell 
with 0.16 % stability usually has an LLF worse than 2 lbf. 
 
However, we aim to show the impact of stability on a load cell system and how it should impact your 
decisions when purchasing a load cell system. The system will probably not meet your accuracy 
requirements if stability is bad. In general, repeatability, reproducibility, and stability are the most 
important characteristics when evaluating a load cell system. 
 
Adapters play a considerable role in actual results, and careful attention must be paid to purchasing the 
right adapters.  
 
For ASTM E74 or ISO 376, Calibration Morehouse recommends our Precision Grade Load Cells and 
either a Morehouse HADI or Morehouse 4215 Plus.  
 
 

 
Figure 64:  Morehouse 4215 Plus  

 
The Morehouse Ultra-Precision Load Cell with the 4215 Plus will typically maintain an ASTM Class A 
verified range of forces from 2 % of capacity (accuracy at the time of calibration of 0.005 %) or better 
year over year. Load Cell Stability accounts for 50 % or less of the overall uncertainty budget, usually 
below 0.02 % of applied force (0.01 % or better instability from year to year). 
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Advanced Force Measurement  

My load cell calibration does not match what my calibration provider sent me! 
 
Data not matching is something we all dread. For those who do sanity checks and follow good metrological 
practices, this is more of a common occurrence than it should be. Why? What was done at the time of 
calibration that is not being done now? What is happening that is drastically different? 
 
Section 7 in the ISO/IEC 17025 deals with process requirements and contract review and can help us find 
the answer. The customer and calibration provider should be specific to this section's expectations. The 
bottom line is that the calibration lab should discuss what matters per the specifications. For example, we 
know the various mechanical and electrical interfaces matter if the instrument is a force-measuring device. 
At the time of calibration, these consist of the following: 
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¶ Selecting the right calibration method. 

¶ The loading conditions. 

¶ Use of adapters. 

¶ Verification of the adjustments. 

¶ Meters. 
 
We will investigate each of these sources of error in greater detail. 
 

 
Figure 65: Common Force Measurement Errors  

 

Selecting the Right Calibration Method 

The calibration method, such as compression, tension, ascending, descending, and the number of test 

points, is critical in using a force-measuring instrument. If the force-measuring instrument is to be used 

for compression (push) and tension (pull), it must be calibrated in both modes. After the basics are 

discussed, the question becomes whether calibration is required to a documented metrology standard 

such as ASTM E74 or ISO 376. 

Most people understand that load cells are not symmetrical, and the differences between compression 

and tension calibration can be quite large. Many do not understand that a force-measuring device 

should only be used at the range in which it was calibrated.  

An example is a 10,000 lbf load cell calibrated at 10 % force increments. The device has not been tested 

below 1,000 lbf and may not be accurate from 0.1 lbf through close to 1,000 lbf. The easiest solution is 

to discuss the requirements with your calibration provider because expecting a 10,000 lbf load cell to 

measure 20 lbf of force may not be realistic. However, using two load cells to measure from 20 lbf 

through 10,000 lbf is achievable. 
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Another common error is assuming that the force-measuring instrument can make descending or 

decremental measurements when only ascending or incremental calibration is performed. Ascending and 

descending calibration is typically required for low-cycle fatigue machines, nuclear requirements, and 

universities conducting research and development. 

The final error we see is that the force-measuring device does not match the calibration results because 

the end-user uses mass weights for the verification and not weights adjusted for force. Force is force 

anywhere globally, and a force weight requires adjustment for material density, gravity where it is being 

used, and air buoyancy. Therefore, the errors can be quite high when using mass weights to perform 

force measurement, and the end-user may not think much of it.  

Load Cells Used to Make Descending Measurements  

Load cells used to make descending measurements must be calibrated in descending mode. 

 

 
Figure 66: Descending Versus Ascending Calibration Curves 

 

The difference in output on an ascending curve versus a descending curve can be significant. A 

particularly good 100K load cell had an output of -2.03040 on the ascending curve and -2.03126 on the 

descending curve. Using the ascending-only curve would result in an additional error of 0.042 %. 

The common term to describe this result is Hysteresis. 

We learned earlier that the definition of Hysteresis is the algebraic difference between the output at a 

given load descending from the maximum load and the output at the same load ascending from the 

minimum load.  
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Hysteresis is typically expressed as a % of full-scale output.  

This section only looks at the percentage difference between the same force point, ascending versus 

descending. If someone used the ascending calibration curve to make descending measurements, the 

difference between the ascending and descending points would be a significant measurement error. 

 

 
Figure 67: Five Different Load Cells and Corresponding Outputs Ascending Versus Descending Data 

 

Load cells from five different manufacturers were sampled, and the results are recorded above. The 
numbers varied from 0.007 % (shear web type cell) to 0.120 %. On average, the difference was 
approximately 0.06 %.  
 
Six of the seven tests were performed using deadweight primary standards, which are accurate within 
0.0016 % of the applied force. 
 
The conclusion from these tests is clear: If a load cell calibrates both ascending and descending forces, it 
must be calibrated in both modes. 
 
If a load cell is calibrated following the ASTM E74 standard and a combined curve is used, the end-user 
could use the load cell anywhere in the verified range of forces. The downside to this method is that the 
combined curve will produce a Lower Limit Factor (LLF) larger than using separate curves.  
 
However, the larger LLF will include any point within the verified range of forces for ascending and 
descending forces. Suppose the end-user cannot always load the reference standard to capacity and wants 
a smaller LLF. In that case, the load cell tested with several hysteresis loops for every capacity they wish to 
calibrate. 
 
ASTM E74 states: For any force-measuring instrument, the errors observed at corresponding forces taken 
first by increasing the force to any given test force and then by decreasing the force to that test force may 
not agree. Force-measuring instruments are usually used under increasing forces, but if a force-measuring 
instrument is to be used under decreasing force, it shall be calibrated under decreasing forces as well as 
under increasing force. Use the procedures for calibration and analysis of data given in Sections 7 and 8 
except where otherwise noted. When a force-measuring instrument is calibrated with increasing and 
decreasing forces, the same force values should be applied for the increasing and decreasing directions of 
force application. However, separate calibration equations should be developed.3 
 
ASTM E74 further clarifiesΣ άFor any testing machine, the errors observed at corresponding forces taken first 
by increasing the force to any given test force and then by decreasing the force to that test force may not 
agree. Testing machines are usually used under increasing forces, but if a testing machine is to be used 
under decreasing forces, it should be calibrated under decreasing forces as well as under increasing 
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forces.έ4 
 

 
Figure 68: Pages from NIST Calibration Report for Morehouse 1,000,000 lbf Reference lbf Load Cell 

 

ASTM E74 Versus ISO 376 

Morehouse has been performing ASTM E74 and ISO 376 calibrations for decades. We have followed the 
ASTM E74 standard since its likely introduction in 1947 and have performed ISO 376 calibrations since early 
2000. Before early 2000, ISO-376 was a DIN standard that later became EN-10002-3 and ISO 376 in the 
1990s. Therefore, we had always assumed that the world 'force measurement community' knew the 
standards were completely different and could not be interchanged. However, we have learned that some 
laboratories provide field calibrations by intermixing and using an ASTM E74 calibration to certify a tensile 
machine to ISO 7500. Several organizations worldwide are unaware that the standards have vastly different 
criteria requirements. 
 
If ISO 7500 is the requirement, then calibration needs to be performed following ISO 376 on the force-
proving instruments used to certify the tensile machine. If ASTM E74 is the requirement, then the elastic 
force-measuring instrument must be calibrated following the ASTM E74 standard. The differences have 
already begun to emerge with the subtle use of terminology. 
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ASTM E74 is titled "Standard Practices for Calibration and Verification for Force-Measuring Instruments." 
 
ISO 376:2011 Metallic materials is titled "Calibration of force-proving instruments used for the verification 
of uniaxial testing machines." 
 
Here are some of the fundamental differences: 
 
Selection of Forces 
 
ASTM E74  

¶ Requires at least 30 force points to be selected and typically three runs of data, each with a 

force point taken at about a 10 % interval. 

¶ If the Class A or Class AA verified range of forces is anticipated to be less than the first non-zero 

force point, then a point equal to at least 400 times the resolution for Class A or 2000 times the 

resolution for Class AA needs to be added to the calibration forces selected.  

ISO 376  

¶ Requires at least eight force points throughout the range and at least four separate runs of 

data with a creep test when the force-measuring instrument is used for incremental loading 

only.  

¶ If the force-proving instrument is used for incremental and decremental loading, then two 

extra runs of data are taken to make a total of 6 runs.  

¶ ISO 376 does not allow the first test point to be less than 2 % of the measuring range. It has 

classifications that state the first point cannot be less than 4,000 times the resolution for Class 

00, 2,000 times the resolution for Class 0.5, 1,000 times the resolution for Class 1, and 500 

times the resolution for Class 2. 

 

Creep Tests 

¶ ASTM E74 requires a creep test if the data is analyzed with Method A, which allows the 

trailing zero to be ignored. 

¶ ISO 376 requires a creep test if only incremental loads are applied.  

More information on the creep tests is found in each of the standards. 

 
Time requirements for application of forces 

¶ ASTM E74 does not reference a specific set time; a force should be applied before the point 

is taken. 
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¶ ISO 376 states, "The time interval between two successive loadings shall be as uniform as 

possible, and no reading shall be taken within 30 s of the start of the force change." 5  

Note: The thought is that the force does not need to be held for 30 seconds. Rather, the target 

force should be approached slowly and not be exceeded. At around 30 seconds from the start of 

the change from one force point to the next force point, the reading can be taken.   

 
Determination of deflection 

¶ ASTM E74 allows for Method A, which involves ignoring the trailing zero, and Method B, which 

involves using an acceptable method such as average zero or zero interpolation.  

¶ ISO 376 defines deflection as the difference between a reading under force and a reading 

without force. 

 
Curve Fitting 

¶ ASTM E74 uses the observed data and fits the data to a curve. A second-degree equation is 

used most of the time, and ASTM E74 allows up to a 5th-degree equation, assuming the 

device's resolution is over 50,000 counts and an F test is passed per Annex A1.  

¶ ISO 376 allows the use of curves up to a third degree only. 
 

 
Figure 69: ASTM E74 Test Accuracy Ratio Pyramid 
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Figure 70: ISO 376 Expanded Uncertainty of Applied Calibration Force 

 
 

Calculation and Analysis of Data 
 
This section may be the most dramatic regarding differences.  
 
ASTM E74 uses the observed data to calculate a standard deviation from the difference in the individual 
values observed in the calibration and the corresponding values taken from the calibration equation. 

 
Figure 71: Formula in ASTM E74 to Calculated the Pooled Standard Deviation 

 

The equation uses the differences and divides them by a more conservative number by subtracting the 
number of deflection values minus the degree of polynomial fit minus one. This value is then converted to 
the proper force unit and multiplied by 2.4. The multiplied value is called the Lower Limit Factor, or LLF.  
 
LLF, or Lower Limit Factor, is a statistical estimate of the error in forces computed from the calibration 
equation of a force-measuring instrument when the instrument is calibrated following ASTM E74 standard 
practice for calibration and verification for force-measuring instruments.  
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LLF is calculated as 2.4 times the standard deviation. If the calculated LLF is less than the instrument 
resolution, the LLF is defined as equal to the resolution (Section 8.5 of the ASTM E74-18 Standard). It is 
expressed in force units, using the average ratio of force to deflection from the calibration data.  
 
The LLF is then used to calculate the useable or verified forces range.  
 
A verified range of forces is defined based on specific criteria. If the device was calibrated using deadweight 
primary standards and intended to calibrate other force-measuring instruments, then a Class AA verified 
range of forces could be assigned. The lowest point in the Class AA verified range of forces is calculated by 
multiplying 2000 times the LLF. If the LLF is 1 lbf, the first point in the verified range of forces will be 1 x 
2000 or 2000 if we divide 1/2000, 0.0005, converted to a percentage of 0.05 %.  
 
If the force-measuring device were calibrated using another force-measuring device with a Class AA verified 
range of forces, then only a Class A verified range of forces could be assigned by substituting 2,000 for 400 
as the multiplier. 
 
The lowest point in the Class A verified range of forces is calculated by multiplying 400 times the LLF. If the 
LLF is 1 lbf, the first point in the verified range of forces will be 1 x 400 or 400 if we divide 1/400, 0.0025, 
converted to a percentage of 0.25 %. 
 
ASTM E74 works on the concept that the deadweight primary standards are at least ten times more 
accurate than the secondary standards with a Class AA verified range of forces. The Class AA standards are 
five times more accurate than the Class A standards, and the Class A standards are four times more 
accurate than a one percent testing machine. 
 
ISO 376 uses the observed values to ensure that specific characteristics of the force-proving instrument are 
met and rates the device's performance based on its characteristics. ISO 376 uses four runs of data, a creep 
test, or six runs of data to characterize the force-proving instrument and the associated relative error. ISO 
376 takes the highest error percentage per point for each parameter and assigns a class based on the 
highest error shown in the table/figure below.  
 
Force-proving instruments where only increasing data used (four runs of data) are tested for reproducibility, 
repeatability, resolution, interpolation, zero, and creep. Force-proving instruments were increasing and 
decreasing data is used (six runs of data) are tested for reproducibility, repeatability, resolution, 
interpolation, zero, and reversibility. The expanded uncertainty of the applied calibration force must also be 
less than the table allows. 
 
If a force-proving instrument has a relative error % for one of the parameters more than what is required 
for Class 00 but meets the criteria for all other parameters, then the best classification for the device is 
limited by class for the highest error.  
 
ISO 376 classifies everything per point and then breaks down the classification per verified range of forces. 
Suppose the relative error of reversibility is Class 1, yet all other criteria meet Class 00. In that case, the 
device is rated as a Class 1 device if the expanded uncertainty of the applied calibration force also meets the 
criteria. ISO 376 does very well because it accounts for the uncertainty of the applied calibration force 
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within the standard. As shown in the figure above, a force-proving device cannot have an uncertainty of less 
than the reference used for calibration.  
 

ASTM E74 addresses this point in the appendix and not in the main body of the standard. ASTM E74 
currently allows for a Lower Limit Factor that can be less than the uncertainty of the reference standard. 
EURAMET cg-4 (European Association of National Metrology Institutes) features a useful write-up. 

 
Figure 72: Table 2 from ISO 376 Standard for Classification of Force-Proving Instruments 

 

 

EURAMET cg-4 states, "ASTM E74 includes a mandatory method for calculating a value of uncertainty, 
which it defines as "a statistical estimate of the error in forces computed from the calibration equation of a 
force-measuring instrument when the instrument is calibrated in accordance with this practice. This 
calculation of uncertainty only includes contributions due to reproducibility and deviation from the 
interpolation equation, although the value is increased to equal the resolution if the original value is 
calculated to be lower, and the uncertainty of the calibration force applied is also specified to be within 
certain limits. The method results in an uncertainty value in units of force, which is applicable across the 
range of calibration forces and is used to determine the lower force limits for the two standard verified 
range of forces (2,000 times the uncertainty for Class AA and 400 times the uncertainty for Class A). The 
uncertainty calculated by this method ignores some of the components included in Section 6.1 and, as such, 
is likely to result in different and probably lower values. The use of only the calculated uncertainty value 
associated with the calibration when developing an uncertainty budget for the subsequent use of the force-
measuring instrument should be avoided ς the contributions due to the other uncertainty components 
present during the calibration should also be included.έ6 
 
Read the EURAMET cg-4 v 2.0 for more information on Uncertainty of Force Measurements and learn more 
about the difference between the ASTM E74 and ISO 376 standards. 
 
Recalibration dates 

¶ ASTM E74-18, Section 11 deals with recalibration intervals. To simplify things, if the force-

measuring device demonstrates 0.032 % or better over the Class AA range or 0.16 % over the 

Class A range, then a two-year calibration interval can be assigned. Section 11 explains that if 
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this criterion is not demonstrated, the end devices not meeting the stability criteria of 11.2.1 

Section shall be recalibrated at intervals that ensure the stability criteria are not exceeded 

during the recalibration interval.7 

¶ ISO 376 allows for the maximum validity of the calibration certificate not to exceed 26 months 

(about 2 years).8 

 
Reporting Criteria 
 
ASTM E74 requires:9 
 
The report issued by the standardizing laboratory on the calibration of a force-measuring instrument shall 
be error-free and contain no alteration of dates, data, etc. The report shall contain the following 
information: 

¶ Statement that the calibration has been performed in accordance with Practice E74. It is 

recommended that the calibration be performed in accordance with the latest published 

issue of Practice E74. 

¶ Manufacturer and identifying serial numbers of the instrument calibrated 

¶ Name of the laboratory performing the calibration 

¶ Date of the calibration 

¶ Type of reference standard used in the calibration with a statement of the limiting errors or 

uncertainty 

¶ Temperature at which the calibration was referenced 

¶ Listing of the calibration forces applied and the corresponding deflections, including the 

initial and return zero forces and measured deflections. 

¶ Treatment of zero in determining deflections 8.1(a) or (b), and if method (b) is elected if zero 

was determined by the average or interpolated method 

¶ List of the coefficients for any fitted calibration equation and the deviations of the 

experimental data from the fitted curve 

¶ Force-measuring instrument resolution, the measurement uncertainty associated with the 

calibration results, and the verified range of forces or verified ranges of forces 

¶ The result of the creep recovery test, when performed 

¶ The excitation voltage and waveform used for calibration when known 

¶ Statement that the lower force limit expressed in this report applies only when the 

calibration equation is used to determine the force 

 
ISO 376 requires:10 

¶ The identity of all elements of the force-proving instrument and loading fittings and of 
the calibration machine 

¶ The mode of force application (tension/compression) 

¶ That the instrument is in accordance with the requirements of preliminary tests 
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¶ The class and the range (or forces) of validity and the loading direction (incremental-
only or incremental/decremental 

¶ The date and results of the calibration and, when required, the interpolation equation 

¶ The temperature at which the calibration was performed 

¶ The uncertainty of the calibration results (one method of determining the uncertainty 
is given in Annex C) 

¶ Details of the creep measurement, if performed 

Miscellaneous Items 
 
Both ASTM E74 and ISO 376 have non-mandatory appendixes. The ASTM E74 appendix does not address 
adapters, which can be a significant error source.  
 

ISO Annex A 4 discusses loading fittings. Loading fittings should be designed in such a way that the line of 
force application is not distorted. As a rule, tensile force transducers (shown in the figure below) should be 
fitted with two ball nuts, two ball cups, and, if necessary, two intermediate rings, while compressive force 
transducers should be fitted with one or two compression pads. 
 
In addition, the ISO 376 appendix deals with bearing pad tests, which are highly recommended for verifying 
that there is no interaction between the force transducer of an instrument used in compression and its 
support on the calibration machine. Morehouse can perform bearing pad tests if requested.  
 
 
 

 
Figure 73: Morehouse Quick Change Tension Adapter Value Meets ISO 376 Standard Annex A.4 Requirements 
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Figure 74: Drawing of Morehouse Load Cell with ISO 376 Compression Adapter 

 
ASTM E74 Versus ISO 376 Summary 
 
ASTM E74 is different from ISO 376. One cannot effectively use an ASTM E74 calibration to certify to ISO 
7500, and one cannot effectively use an ISO 376 calibration to certify to ASTM E74. However, it is possible 
to use some of the ISO 376 data for analysis with ASTM E74. This practice assumes that the minimum 
number of test points is met. In addition to differences between the standards covered here, several others 
exist.  
 
Morehouse recommends that anyone performing force calibrations to ASTM E74, or ISO 376 should 
purchase the standards. Morehouse can calibrate to ISO 376, ASTM E74, or both standards. Suppose you 
need calibration in accordance with either standard? In that case, it is essential to look at the scope of 
accreditation and verify that your calibration provider has the capability mentioned on their scope, as 
shown below. 
 
Morehouse Calibrating Machines simplify force calibration by reducing rework, errors from misalignment, 
and problematic setups. The operator can replicate how the force instruments are used for ASTM E4 and 
ISO 7500 calibrations by using different setups for tension and compression and proper adapters 
recommended by several standards, including ISO 376.  
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Figure 75: Sample from Morehouse Scope Showing ASTM and ISO 376 Capability 

 
ASTM E74 and Accuracy Statements 

 
The current ASTM E74-18 standard is Standard Practice for Calibration and Verification for Force-Measuring 
Instruments. At Morehouse, we support the best practices outlined in the ASTM E74 standard to represent 
the expected performance of a load cell or other force-measuring instrument. What may be a bit of an 
industry disconnect is that some companies receive a full ASTM E74 calibration report only to ignore a 
sizable portion of the report. The confusion comes when someone is used to entering an accuracy on the 
receiving report for the force-measuring instrument, and there is not one to be found on the ASTM E74 
calibration certificate. 
 
When reporting measurement error, we have observed numerous users taking the liberty of standing 
behind common misconceptions that a measurement is as accurate from which it came, or they adopt a 
fallback position of saying the calibration of the force-measuring instrument needs to be four times more 
accurate than the force-measuring instrument being calibrated. When these types of questions are raised, 
we typically observe best practices falling short of the actual intent of the ASTM E74 standard. 
 
A key indication of best practices not being followed is when someone asks about an accuracy statement in 
the report or does not find one and goes back to the instrument's specification sheet. The specification 
sheet is useless when relating to ASTM E74 calibration. The ASTM E74 calibration report typically 
encompasses the "lion's share" of the overall measurement uncertainty, which is missed if only the 
specification sheet is used.  
 
The specification sheet will be helpful in figuring out uncertainty contributors, such as environmental 
conditions relating to operating at various temperatures. It helps evaluate errors due to misalignment or 
how well the device may return to a zero condition. The specification sheet is also helpful in evaluating how 
good the force-measuring instrument may be. Specifically, non-repeatability often shows how well the 
force-measuring instrument may repeat without being placed under different conditions.  
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The major flaw is that the specification sheet does not give the end-user much of their needs. It does not 
tell the user the actual expected performance of the device. A force standard such as the ASTM E74 excels 
at providing the end-user with meaningful data. It tests the reproducibility characteristics of the force-
measuring device.  
 
The standard guides one on how to perform these tests, such as randomizing force application conditions. 
This randomization, as simple as rotating and repositioning the instrument, often yields the actual expected 
performance of the load cell or other force-measuring instrument. 
 

 
Figure 76: Data from an ASTM E74 calibration. 
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The expected performance from the ASTM E74 calibration is determined by performing a series of 
measurements and calculations per the standard. A standard deviation is calculated using the difference 
between the individual values observed in the calibration and the corresponding values taken from a 
regression-type equation. The standard deviation is then multiplied by a coverage factor of 2.4 to 
determine the LLF. This term is dubbed the Lower Limit Factor (LLF). The LLF is then used to calculate the 
verified range of forces. This is where certain Marketing specifications can assign accuracy. 

A good example is marketing materials for Morehouse load cells. For our Ultra-Precision Load Cells, we 
specify that the load cells are accurate to 0.005 % of full scale. We are saying that the ASTM LLF, the 
expected performance of the load cell, is better than 0.005 % of full scale. However, this is only one 
component of the much larger Calibration and Measurement Capability Uncertainty Parameter, called 
CMC.  

Under the same conditions that Morehouse used for calibration, the device is expected to perform better 
than 0.005 % of full scale. The expected performance on a 10,000 lbf load cell should be better than 0.5 lbf 
(10,000 * 0.005 %). So, we are saying that ŀǘ ǘƘŜ ǘƛƳŜ ƻŦ ŎŀƭƛōǊŀǘƛƻƴΣ ǘƘŜ ƭƻŀŘ ŎŜƭƭΩǎ ŜȄǇŜŎǘŜŘ ǇŜǊŦƻǊƳŀƴŎŜ 
will be better than 0.005 % or 50 parts per million.  

If we continue to follow the ASTM E74 standard, the calculated LLF will be used to determine the usable 
range of the device. If you are not using the load cell for ASTM E74, E18, E10, E4, or other standards 
referencing ASTM E74, then this verified range of forces may not hold much value. 
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ASTM E74 Load Cell Selection Guide 

 
Figure 77: Morehouse Precision Load Cell 

 
Many people get confused with load cell specifications and what they mean. What does it mean when a 
company says the load cell is accurate to 0.01 % of full scale? If calibrated using the ASTM E74 standard, the 
meaning differs from a pure accuracy specification. The ASTM E74 calibration offers greater robustness 
compared to a basic single-run commercial calibration or one where acceptance limits are adjusted based 
on measurement uncertainty, with a subsequent pass/fail conformity assessment. 
 
We designed an easy-to-follow ASTM E74 Load Cell Selection Guide to assist everyone in comprehending 
load cell specifications in line with the ASTM E74 standard. For example, when we specify that a load cell is 
better than 0.01 % of full scale, we say the load cell will have an ASTM Class A verified range of forces 
(usable range per ASTM E74) of better than 4 % through 100 %.  
 
 
 

Download the ASTM Load Cell Selection spreadsheet here. 

 

https://mhforce.com/documentation-tools/?_sft_support-item-tag=spreadsheet-tool
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Figure 78: Precision Load Cell Accuracy Chart 

 
The above figure breaks down the ASTM E74 criteria. On a 1,000 lbf load cell, the ASTM E74 LLF (how well 
the load cell performs when conditions are varied following the standard) will be better than 0.1 lbf. The 
Class A loading range will be 400 x 0.1 (ASTM E74 LLF) or 40 lbf. If calibrating a testing machine that is 
accurate to 1 %, the first force point is exactly 4:1, or 4 times better than what is being verified to ASTM E4. 
The 40 lbf point is known to be within 0.25 % of the applied Force (0.1/40 = 0.25 %).  
 

   
Figure 79: ASTM E74 Test Accuracy Ratio Pyramid 

lbf % of capacity

40.0 0.250%

100.0 0.100%

200.0 0.050%

300.0 0.033%

400.0 0.025%

500.0 0.020%

600.0 0.017%

700.0 0.014%

800.0 0.013%

900.0 0.011%

1000.0 0.010%

Precision  0.01 % of full scale
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This correlates well with the above figure, which shows the different accuracy ratios. Working standards 
need to be better than 4:1 when compared to the accuracy of the testing machine. Secondary standards 
calibrated by primary standards must be better than 0.05 % of applied Force. These standards are assigned 
a Class AA verified range of forces. In our example above, if deadweight primary standards calibrated the 
load cell, a class AA verified range of Force would be calculated by multiplying 0.1 lbf by 2000. The result 
would be an ASTM Class AA verified range of Force of 200 through 1,000 lbf. At the 200 lbf test point, the 
device is known to be within 0.05 % of the applied Force (0.1/200 = 0.05 %).      
 

 
Figure 80: Morehouse Spreadsheet Inputs 

 
 
Our easy-to-use spreadsheet calculates everything based on the load cell capacity and units that are 
entered. Anything in Orange would be filled in.  
 
The table incorporates a Custom field where individuals can make assumptions about the specifications to 
determine the usable range. 

Instrument Type Load Cell

Capacity 1000.00

Force Units lbf

Ultra 0.005%

Precision 0.010%

Calibration 0.020%

Custom 0.025%

Company

Morehouse Load Cells
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Figure 81: Table of Each Type of Morehouse Load Cell 

 
Once everything is entered, the table will calculate everything. If someone wanted a Class AA verified range 
of forces better than 10 % of the load cells capacity (0.05 %), a Morehouse Ultra-Precision Load Cell would 
need to be purchased. These load cells can be used as low as 2 % and sometimes 1 % of capacity to verify 
testing machines to ASTM E4. Everything is shown in the table so the end-user can make the most informed 
decision about which load cells meet the appropriate specifications.  
 
In most cases, Morehouse Precision Load Cells will yield the best performance-to-price ratio as they are 
often usable below 4 %. Thus, the end-user can calibrate a broader range and carry much less equipment 
than if they purchased a load cell that was only accurate to 0.025 % of full scale.  
 
The other point to make here is that the calibration supplier must have the capability to calibrate the 
equipment to ensure accuracy. If the requirement is 0.01 % of full scale, can a supplier with a Measurement 
Uncertainty of 0.025 % calibrate a load cell to 0.01 % of full scale? Simple math, right, yet many load cell 
manufacturers do not have equipment with measurement uncertainties better than their specifications.  
 
Therefore, it's not feasible to acquire a load cell from them and anticipate maintaining a 0.01 % of full-scale 
accuracy when their scope of accreditation indicates a higher measurement uncertainty. 
 
Part of any risk mitigation strategy should consider the following: 
ω Selecting a calibration supplier that offers the smallest measurement uncertainty (Look at the scope 
of accreditation for your supplier and verify their measurement uncertainty is lower than your 
requirements) 
ω Utilizing the appropriate reference standards (ASTM E74 selection guide should help) 
ω Improving reliability by managing calibration intervals (follow ASTM guidelines of a 1-year initial 
calibration interval on new equipment and then increase if specifications are met) 
ω Monitoring of standards using control charts (Morehouse has a 5-in-1 Force Verification System to 
help.) 
ω Continual improvement of the calibration processes (We all want to improve continually by 

lbf % of capacity lbf % of capacity 0.0005 % of capacity 0.001 % of capacity

20.0 0.250% 40.0 0.250% 80.0 0.250% 100.0 0.250%

100.0 0.050% 100.0 0.100% 100.0 0.200% 100.0 0.250%

200.0 0.025% 200.0 0.050% 200.0 0.100% 200.0 0.125%

300.0 0.017% 300.0 0.033% 300.0 0.067% 300.0 0.083%

400.0 0.013% 400.0 0.025% 400.0 0.050% 400.0 0.063%

500.0 0.010% 500.0 0.020% 500.0 0.040% 500.0 0.050%

600.0 0.008% 600.0 0.017% 600.0 0.033% 600.0 0.042%

700.0 0.007% 700.0 0.014% 700.0 0.029% 700.0 0.036%

800.0 0.006% 800.0 0.013% 800.0 0.025% 800.0 0.031%

900.0 0.006% 900.0 0.011% 900.0 0.022% 900.0 0.028%

1000.0 0.005% 1000.0 0.010% 1000.0 0.020% 1000.0 0.025%

Class AA Verified range of forces for calibration of a testing or tensile machine means every force point needs to be better than 0.5 % of the applied force

Class A Verified range of forces for calibration of a testing or tensile machine means every force point needs to be better than 0.25 % of the applied force

ASTM E74 Load Cell Selection
Ultra 0.005 % of full scale Precision  0.01 % of full scale Calibration 0.02 % of full scale Custom 0.025 % of full scale

ASTM llf = 0.05 lbf ASTM llf = 0.1 lbf ASTM llf = 0.2 lbf ASTM llf = 0.2 lbf
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investing in employee education, equipment, and learning as much as possible) 
 

How to Choose the Best Reference Standard Load Cell  

What is the best load cell I can use as a reference standard? This question appears straightforward, yet it 
takes a series of questions to answer once we examine the issueΦ ¢ƘŜ Ƴƻǎǘ ŎƻƳƳƻƴ ŀƴǎǿŜǊ ƛǎΣ Ϧ²ŜƭƭΧ ǘƘŀǘ 
depends on your expectations."  
 
If your primary concern is performance alone, disregarding price and ergonomics, the response differs 
significantly compared to when considering the best value. To provide a comprehensive answer to this 
question, we will delve into some fundamentals related to the choice of a load cell as a reference standard. 
Key considerations include price, actual performance attributes, specifications, ergonomic considerations, 
and overall value. 
 
Once you have chosen the best load cell, if you have a calibration with significant uncertainties, a 
substandard meter, or the wrong adapters, the load cell performance will be inferior. Thus, we will consider 
the uncertainty of the laboratory performing the calibration and some meter and adapter options to 
support the reference standard load cell.  
 
Reference Standard Setup  
 
To start, ƭŜǘΩǎ ƭƻƻƪ ŀǘ ŀƴ ŜȄŀƳǇƭŜ ƻŦ ŀ ǊŜŦŜǊŜƴŎŜ ǎǘŀƴŘŀǊŘ ƭƻŀŘ ŎŜƭƭ ƛƴ ŀ aƻǊŜƘƻǳǎŜ Universal Calibrating 
Machine.  

 
Figure 82 Morehouse UCM Showing Adapters to Mount a Reference Standard Load Cell in Compression 

 

 

https://mhforce.com/product/universal-calibrating-machine-ucm/
https://mhforce.com/product/universal-calibrating-machine-ucm/
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The reference load cell is mounted in compression, and the breakout picture shows the adapters used to 
mount the reference standard. These adapters facilitate keeping the line of force pure by centering the load 
cell in the machine. The adapters undergo machining and occasional heat treatment, utilizing connections 
such as ball adapters and spherical joints. These ball adapters improve the performance characteristics of 
the load cells. Initial testing with and without the load ball compression adapter increased reproducibility by 
30 ς 40 %.  
 
At Morehouse, we calibrate the load cell using the ball adapter shown. The above shows a load cell with a 
load ball compression adapter being set up for calibration. The expectation for anyone making force 
measurements should be to replicate use. Not doing so can produce significant errors. These errors can 
range from 0.01 % to 5 %, depending on the device.  
 

 
Figure 83 Load Cell Calibration in a Morehouse Deadweight Machine 

 

 
Calibration with Low Uncertainties  
 
When you think of a great reference standard load cell, you must consider the uncertainty of the laboratory 
performing the calibration. This is important because the uncertainty of your new reference standard load 
cell cannot be less than that of the laboratory performing the calibration.  
 
For comparison purposes, contemplate calibration at both Morehouse and NIST. At Morehouse, most of our 
calibrations are performed using deadweight machines known to be within 0.002 % (k = 2) of applied force. 
If we use transfer machines, the uncertainty rises to 0.01 % or better of applied force. NIST has the lowest 
uncertainties because they have deadweight calibrations up to 1,000,000 lbf with uncertainties as low as 
0.0008 % (k = 2). On average, the price is four times higher than Morehouse at 0.002 % (k = 2).  
 
Is there a vast difference between these numbers? Not really, when you look at the overall uncertainty of 
the reference standard load cell and factor in resolution, repeatability, stability, and environmental 
influences. If you want the lowest measurement uncertainty value possible, go with NIST or buy a 
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deadweight machine from Morehouse.  
 

 
Figure 84 Measurement Uncertainty Analysis Comparing Calibration by Primary Standards Versus Secondary 

Standards. 

 
Let us compare 0.002 % to 0.01 % or 0.04 % using transfer standards (non-deadweight), such as a load cell 
in a dynamic calibrating machine. There will be a significant difference because you have changed the 
starting uncertainty of the measurement by a factor of 10 ς 25 times that of starting with deadweight.  
 
 
The provided figure illustrates an analysis displaying the Expanded Uncertainty on a 10,000 lbf load cell 
when calibrated at Morehouse compared to an Accredited Calibration Supplier. During calibration by 
Morehouse, the Expanded Uncertainty is 0.41 lbf, whereas when the Accredited Calibration supplier 
conducts the calibration, the figure increases to 4.03 lbf. The overall difference in Expanded Uncertainty is 
significant. 
 
No matter what load cell system you purchase, it will be limited by those much more significant 
uncertainties.  
 
Therefore, the suggested starting point is to insist on a deadweight calibration. Consider NIST if the price is 
not an issue.  
 
Price Considerations 
 
If the price doesn't matter much, a deadweight machine might be in your future. Price is always an 
important consideration. If someone says they want the best reference standard load cell, they may hear, 



Force Calibration for Technicians: Top Conditions, Methods, and Systems that Impact Force Calibration Results V3 
Author: Henry Zumbrun, Morehouse Instrument Company 

Page 104 6/2024 

 

 

"Can you wait a year to have a specialty load cell made?" We did that for our 4.4 MN (1,000,000 lbf) load 
cell.  
 
The price of the load cell and meter over a decade ago eclipsed $150,000. Each year, NIST performs a 
calibration for approximately $30,000, and we get a report back with an ASTM Lower Limit Factor between 
11 ς 16 lbf. This allows us to use one reference standard to calibrate other load cells from approximately 
32,000 lbf to 1,000,000 lbf without changing standards. We pair this custom load cell with a $60,000 HBM 
DMP40 meter, which is nearing obsolescence and will soon be replaced by the HBM DMP-41.  
 

 
Figure 85 Calibration from NIST of Morehouse/GTM Cell with HBM DMP40 

 
Compare the $160,000 plus load cell with a Morehouse load cell and 4215 indicator. In the report below, 
the ASTM Lower Limit Factor is double that of the GTM/Morehouse Custom with HBM indicator. The price 

https://mhforce.com/product/load-cell-indicator-model-4215/
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is roughly 1/10 of the highest-performing load cell plus the $30,000 calibration.  

 
Figure 86 Calibration from NIST of Morehouse 1,000,000 lbf load cell with 4215. 

 
The initial equipment price is 1/10 of the other system, and the performance is excellent, although it is not 
as good as the system, costing ten times more. Most labs would love the numbers that the Morehouse 
system with the 4215 indicator is capable of. For comparison, the approximate price of a 1,000,000 lbf 
deadweight machine is $10,000,000, and a 1,000 lbf deadweight machine is around 1/100 of that cost. 
However, we are not showing the full details yet. Looking at the performance characteristics sheds more 
light on how good the system is. 
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Actual Performance Characteristics  
 
When we look at load cells, we need to consider how reproducible the results are and how stable the 
system is between calibration intervals. We should also look at creep characteristics, zero return, how well 
the load cell is temperature compensated and non-repeatability.  
 
Many people get caught up in the wrong things. They look at non-linearity, SEB, and other specifications. It 
may not matter if the calibration follows a standard such as ISO 376 or ASTM E74; these specifications are 
irrelevant. These standards use higher-order curve fitting routines and rely on polynomial equations.  
 
Some may fail to consider how good the load cell is between calibrations. You can have great calibration 
numbers yet find the load cell and meter have more significant drift than expected. This can increase the 
overall uncertainty by two to ten times the initial calibration numbers. 
 
What you want to know is the expected performance of the load cell. ASTM E74 and ISO 376 are standards 
that do an excellent job of giving us the right expectations. The better these load cells perform when 
following these standards, the better we can expect the load cells to perform.  
 
Morehouse lists how we guarantee our load cells perform to these standards because these characteristics 
tell you how good the load cell is. They are not made up of numbers. They guarantee the reproducibility of 
the measurement when used in a similar environment.  
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Figure 87 Performance Characteristics that Matter. 

 
Some simple things are often overlooked. For example, there are some very high-end load cells on the 
market. The performance looks fantastic until you calibrate them. Are the load cells bad? No! They are not 
bad; they are difficult to calibrate.  
 
Numerous manufacturers make fantastic load cells that do not calibrate well. They are less rigid, making 
them super sensitive to any fluctuation. When you start with the best calibration (deadweight), the weights 
tend to swing, the machines are never perfectly level, and everything deflects.  
 
These load cells pick up all of that in the measurement and do not calibrate well because of it.  
Some high-level industries that own their deadweight frames have purchased these super-sensitive load 
cells and found that they cannot get repeatable numbers because they are too sensitive. At Morehouse, we 
do not typically recommend one of these load cells. Our Ultra-Precision load cell is rigid enough to calibrate 
very well. If we made a better load cell, it would be more sensitive and pick up all the calibration noise, for 
lack of a better term. That brings us to overall value.  
 
 

https://mhforce.com/product/ultra-precision-shear-web-load-cell/
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Value 
 
What is the best value? Is it the super-duper load cell that picks up all the calibration noise? Is it a precision 
class load cell? A thorough needs assessment of nice-to-haves versus actual needs will lead you to the right 
choice.  
 
Our Ultra-Precision load cell is an excellent choice if the goal is the largest loading range with the smallest 
uncertainty. However, a 500 kN (112,000 lbf) load cell weighs around 26 kgs (57 lb.). HBM makes some 
fantastic load cells, which are also heavy and tend to have a higher price tag.  
 
Sometimes, the HBM load cell may be the better load cell. One case would be if the requirements are for a 
combined loading range using incremental (ascending) and decremental (descending) loading.  
 
The Shear web load cell is the best design for many compression and tension applications. Other 
manufacturers make this style of load cell, and many would be great if they had a tapered base and integral 
adapter.  
 
Value-wise, the best value might be our Precision class load cells. They are almost half the price of the Ultra-
Precision cell, and the specifications, which do not tell the entire picture, are not half as good. What is 
guaranteed is an ASTM E74 Class A lower limit better than 4 %. The load cells often calibrate much better 
than that.  
 
Even if cost remains a consideration, our Budget class load cells continue to utilize the shear web design, 
albeit at a lower expense due to specific design modifications. Importantly, their performance is 
uncompromised and only marginally less than that of the Precision load cell. 
 
Pairing your load cell with the right meter is essential to maintaining performance. Suppose you pair a 
Morehouse Ultra-Precision load cell or HBM TOPT-Transfer load cell with a commercial off-the-shelf lower-
performance meter. The load cell will not benefit you because the meter severely limits performance 
characteristics.  
 
We are often asked, "What is the best meter I can use with my load cell?" The answer is an HBM DMP-41, 
which costs about $60,000. For many, this is way too expensive. A more economical solution is the 
Morehouse 4215, which is about $3,000.  
 
The calibration report from NIST displays a Morehouse 1,000,000 lbf load cell employing a 4215 indicator. 
The 4215 indicator has approximately 400,000 counts, in contrast to the 2,500,000 counts on the HBM DMP 
41. 
 
However, buying the best load cell and meter usually requires lifting and mounting the load cell into a 
machine. If the calibration laboratory does not have the proper lifting mechanisms, a 26 kg (57lb) lift, or 
heavier on shear web load cells over 50 kN, may not make sense.  
 
  

https://mhforce.com/product/precision-shear-web-load-cell/
https://mhforce.com/product/best-budget-load-cell/
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Ergonomic Issues  
 
If weight is an issue, you can get other style load cells with similar performance characteristics. However, 
there is usually a trade-off in the expected performance. For example, consider our lightweight 
compression-only multi-column load cell. The load cell is unsuitable for tension applications, and the 
performance is like a precision load cell with an ASTM Class A loading range of better than 4 % of capacity. 
The Ultra-Precision is twice as good yet weighs about five times more than this load cell.  

 
Figure 88 Morehouse Load Cell Lightweight Compression-Only Multi-Column Load cell 

 
The bottom line is that there will always be a trade-off between ultimate performance and what is generally 
accepted to meet all the criteria.  
 
At Morehouse, we educate our customers and provide tools to help them make a decision that makes the 

most sense.  

 
I take great pride in our knowledgeable team at Morehouse, who will work with you to find the best load 
cell to use as a reference standard for your application. If we do not make that load cell, we can source it, 
assemble a complete system, including transportation cases, and provide the best calibration level next to 
NIST. 
 
You might have narrowed down your decision on choosing the right load cell, and now you might be curious 
about the range of use that makes the most sense to obtain and maintain the measurement uncertainty 
you want.  
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How Low Can My Load Cell Go? 

 
Figure 89 How Low Can My Load Cell Go 

 
Numerous factors can affect the performance of load cells.    Some factors include the design of the load 
cell, the readout used with the load cell, environmental conditions, cable length (if only a four-wire cable is 
used), overloading, adapters, stability, alignment, and the test method.   
 
There are enough load cell intricacies that impact measurement uncertainties to write a book strictly on the 
subject that you are currently reading.  
 

Management often wants to spend the least on equipment and push equipment such as load cells to their 
lowest operational level. 
 
Who can blame them as who would not want less equipment with better performance?  
 
Using equipment such as load cells below 5 ς 10 % of their capacity or lower, such as 2 %, is a frequent 
practice that demands attention as it can significantly impact measurement uncertainty. 
 
This section examines the impact on measurement uncertainty of using a load cell as low as 2 % of its rated 
capacity, compliance with ISO 376 and ASTM E74 lowest force point criteria, and how to uphold the 
reliability necessary to maintain a specific calibration interval. What holds for these standards can apply to 
any load cell.  
 



Force Calibration for Technicians: Top Conditions, Methods, and Systems that Impact Force Calibration Results V3 
Author: Henry Zumbrun, Morehouse Instrument Company 

Page 111 6/2024 

 

 

The Top 3 Considerations for How Low Can My Load Cell Go? 
 
Many customers ask, "How low can my load cell go?" We understand the potential benefits of using a load 
cell from 2 % to 100 % of its capacity.  
 
Benefits like the lower your load cell can go to measure forces, the less equipment one would need to carry, 
and the fewer setups one would need to make; sometimes, fewer calibration costs would occur, and who 
would not want any of these things?  
 
So, how low can your load cell go? 
 
Like the Limbo, everything has a threshold beyond which going lower becomes improbable. 
 
In this section, we hope to provide some things to consider regarding measurement uncertainty when you 
ask how low my load cell can go.   
 
We assume that one has communicated clearly with their calibration provider how they use the load cell so 
that the calibration lab can best replicate use. That means whatever readout is being used, adapters, cables, 
and standards or procedures being followed are sent in and communicated to the calibration laboratory.  
 
How low can my load cell go?  
 
#1. What is the impact on measurement uncertainty for using a load cell as low as 2 % of its rated capacity?  
The most significant contributions to MU (Measurement Uncertainty) would be the resolution, stability of 
the instrument, ASTM LLF (Lower Limit Factor) if applicable, and the reference standard uncertainty used to 
perform the calibration.    
 
Resolution is the smallest change in the measured quantity that causes a detectable change in the 
corresponding indication.  
 
Calculating Resolution ς Resolution is found by taking the output of the load cell / by the indicated reading 
at capacity, and then that number is multiplied by the readability.  
 
Case # 1 in mV/V At 25,000, a load cell typically has an output of 2 ς 4 mV/V. Most meters will read up to 
the 5th decimal place. Thus, 25,000 / 4.00000 = 6250, which we multiply by the readability of 0.00001 = 
0.0625.        
 
Case # 2 In force units, a 25,000-load cell may count by 1; there would be 25,000/25,000 = 1, then multiply 
by 1 = 1. 
 
Comparing Case # 1 at the 2 % force pt, our MU (Measurement Uncertainty) is 0.47 or 0.094 %, and in Case 
# 2, 0.74 or 0.149 % by only changing the reference resolution from 0.0625 to 1.  
 
More on the complete MU budget later.  
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Reference Standard Stability ς Typically, this is defined as the change from one calibration to the next. 
Morehouse wrote a paper on load cell reliability that goes into much more detail about the reliability of 
load cells. https://mhforce.com/wp-content/uploads/2023/09/Morehouse-Load-Cell-Reliability-1.pdf.  
 
The conclusion was that selecting the load cell and meter is pivotal If one wants to maintain an overall 
reliability of 95 % with 95 % confidence of 0.05 % or better.  
 
In our sampling, we did not look at data below 10 % of a load cell capacity as the population data showed 
the very best systems to have a 95 % confidence that the process was at least 89.33 % reliable at 10 % of 
capacity, the numbers would have been much worse below that number.   
 
For our example, we will assume you chose an exceptionally good load cell, like a shear web type with a 
base and threaded adapter installed, paired with a higher-end meter like the 4215 HS. Typical stability 
might be around 0.1 % at 1 % capacity and 0.05 % at 2 %.  
 
ASTM LLF, or Lower Limit Factor, is a statistical estimate of the error in forces computed from the 
calibration equation of a force-measuring instrument when the instrument is calibrated following ASTM E74 
standard practice for calibration and verification for force-measuring instruments. 
The ASTM LLF quantifies the Reproducibility Condition of the calibrated device by following the ASTM E74 
standard.  
 
For our example, the ASTM LLF is 0.209.  
 
The Reference Standard Uncertainty ς This is the uncertainty of the reference standard used to calibrate the 
load cell.  
 
Note: If the calibration was not done following ASTM E74, one might use the load cell specifications or 
values from the calibration certificate, including non-linearity, repeatability, and, if making descending 
measurements, hysteresis.  
 
Case # 1. Primary Standards (Deadweights) are used to calibrate the load cell within 0.0016 %.  
In Case # 1, our MU cannot be less than the standard used to calibrate the device.  
Thus, our load cell cannot be less than 0.0016 % of the applied force.  
 
Case # 2. Secondary Standards (those calibrated by deadweight) are used to calibrate the load cell. The 
typical number for a secondary standard varies between 0.02 ς 0.05; we will use 0.035 % for comparison.  
In Case # 2, our MU cannot be less than the standard used to calibrate the device.  
Thus, our load cell cannot be less than 0.035 % of the applied force.  
 
Note: The deadweight primary standard gives one the best possible calibration on How Low Can My Load 
Cell Goes.   
 
The following Measurement Uncertainty Budgets only include information available to Morehouse and are 
incomplete as environmental conditions during use, repeatability studies, repeatability and reproducibility 
between operators, resolution of the best existing device, and other error sources are not included.  

https://mhforce.com/wp-content/uploads/2023/09/Morehouse-Load-Cell-Reliability-1.pdf
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These examples represent close to the absolute best one could achieve, and their Overall Measurement 
Uncertainty would be much higher with more contributions to MU than shown here.    
 

 
Figure 90 How Low Can My Load Cell Go 2 % of Capacity Incomplete MU Budget. 

 
When we look at the overall measurement uncertainty of the 2 % force point at the time of calibration, the 
dominant contribution is the stability of the reference standard in this example.  
 
We typically will see either the ASTM LLF or the reference standard stability as a dominant contributor to 
the overall measurement uncertainty.  
 
Occasionally, one will set the resolution too coarse, and that will become dominant.  
 

 
Figure 91 How Low Can My Load Cell Go 1 % of Capacity Incomplete MU Budget. 

 
 
When we look at the overall measurement uncertainty of the 1 % force point at the time of calibration, the 
dominant contribution is the stability of the reference standard in this example.  
 
Note: We use some best-case scenarios for stability and the ASTM LLF.   
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On how low my load cell will go, the comparison between a 2 % and 1 % force point percentage-wise shows 
that at the 1 % force point, the overall MU is 0.136 % versus 0.094 % at the 2 % point.  
 
If the ASTM LLF factor was dominant, there are options such as having the load cell calibrated using its 
normal range and then calibrating a separate low range.  
 
The ASTM LLF is often lower at a low-range calibration than at normal calibration.  
The stability, resolution, and reference standard uncertainty typically remain constant; thus, only specific 
load cells can be used with multiple ranges.  
 
In some cases, a second range from 1 % -10 % of capacity might work, some 2 % -20 % of capacity might 
work, and in others, a second range would have minimum benefit, if any. 
 
To know what may work, contact your calibration provider to review the calibration history or history of like 
systems. 
 
How Low Can My Load Cell Go?  
 
#2 ISO 376 and ASTM E74 lowest force point criteria.  
 
Using a load cell below 2 % of its capacity is not recommended. ASTM E74 and ISO 376 have different 
criteria for establishing the first usable force point.   
 
ASTM Sections referencing the lowest possible applied force. 
 
Section 8.6.3.2 Class AτFor force-measuring instruments used to verify testing machines following Practices 
E4 or similar applications, the LLF of the force-measuring instrument shall not exceed 0.25 % of force. The 
lower force limit for use over the Class A verified range of forces is 400 times the LLF in force units obtained 
from the calibration data.  
 
ASTM E74 Note 8 states, "It is recommended that the lower force limit be not less than 2 % (1/50) of the 
capacity of the force-measuring instrument."3 
 
ISO 376 section 7.3 requires the minimum force to be greater than or equal to 2 %.  
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Figure 92 How Low Can My Load Cell Go ISO 376 Requirements 5 

 

 

How low can my load cell go?  
 
#3 ASTM E74 on Calibration Due Dates  
 
One of the main reasons we would advise against using a load cell below 5 % or 2 %  is found in section 
11.2.1 of the ASTM E74 standard, which states, "Force-measuring instruments shall demonstrate changes in 
the calibration values over the range of use during the recalibration interval of less than 0.032 % of reading 
for force-measuring instruments and systems used over the Class AA verified range of forces and less than 
0.16 % of reading for those instruments and systems used over the Class A verified range of forces.". 3  
 
Notice we are not considering 1 % as the likelihood of meeting the criteria is low.  
 
Some load cells may meet the criteria, though almost any shift in output would cause the instrument not to 
meet the criteria outlined in section 11.2.1, and the result would be the user no longer being able to have a 
calibration interval of two years, which would increase downtime and calibration costs.    
 
How Low Can My Load Cell Go? Conclusion. 
 
The question "How low can my load cell go?" involves intricate considerations. To maintain a low 
measurement uncertainty and reliability, one needs to maintain a specific calibration interval.  
 
The assessment of measurement uncertainty, including factors such as resolution, reference standard 
stability, ASTM LLF or other specifications, when applicable, and the uncertainty of the calibration standard, 
is vital for understanding the limitations and precision of a load cell at lower force levels. 
 
Moreover, adherence to industry standards, such as ASTM E74 and ISO 376, provides clear guidelines and 
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recommendations on the minimum force points for load cell usage.  
 
The implications of calibration due dates, as outlined in ASTM E74, further emphasize the practical 
challenges associated with using load cells at extremely low force levels.  
 
Meeting calibration criteria becomes critical for maintaining calibration intervals and avoiding increased 
downtime and calibration costs. 
 
Like people doing the Limbo, each load cell is different. 
 
Some will be able to go lower than others, and some will fail early.  
 
If you buy great equipment, the chances of maintaining a usable range of 2 % or better with a Measurement 
uncertainty of under 0.1 % of applied is possible, though not typical.  
 
The decision on how low a load cell can go should be a careful balance between the application's specific 
requirements, adherence to the appropriate standard, and the practical constraints imposed by calibration 
considerations.  
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Force Versus Mass 

 

 
Figure 93: Morehouse Tensiometer 

 
 

Using mass weights to calibrate force devices can result in a significant measurement error if one assumes 
the nominal mass value is equal to the same nominal force value.  

When metrologists discuss measurement errors, we typically discuss the difference between the nominal 

value and the reading observed on the instrument when the nominal value is applied. If 10,000 lbf is 

applied to a force-measuring device, and the readout displays 10,002 lbf, the device has a 2 lbf bias; 

logically, if we load the same force-measuring device to 10,002 lbf, we will have applied 10,000 lbf.  

 
Measurement errors can have many different causes. Some are easy to find, and others might be more 
elusive. In discussions with many professionals in the weighing industry, we have found that some labs use 
mass weights to calibrate devices that are generally calibrated using force. These devices could include 
dynamometers, crane scales, handheld force gauges, and many other devices, resulting in significant 
measurement errors.  
 
Let us quickly review the difference between mass and force. Mass, under almost every terrestrial 
circumstance, is the measure of matter in an object. However, measuring force considers additional factors: 
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air density, material density, and gravity. The effect of gravity can produce significant errors when 
comparing mass and force measurements. 
 
Mass calibration usually results in a calibration certificate specifying the weight's conventional mass. If you 
went anywhere in the country with that mass, the conventional mass number on the certificate would be 
correct. There is no need for any gravity corrections because the local gravity is different between where 
the mass was calibrated and where it is being used. The mass (the amount of what it is) does not change 
with location. A legal for trade scale is calibrated using conventional mass value to indicate the conventional 
mass. 
 
{ƛƴŎŜ Ƴŀǎǎ ŘƻŜǎƴΩǘ ŎƘŀƴƎŜΣ ǿƘŀǘ ƛǎ ƎƻƛƴƎ ƻƴ ǿƘŜƴ Ƴŀǎǎ ƛǎ ǳǎŜŘ ŦƻǊ ŦƻǊŎŜΚ ! ŦƻǊŎŜ ƛǎ ǇǊƻŘǳŎŜŘ by gravity 
pulling down on the mass. The force varies with location because gravity varies throughout the world. While 
gravity is pulling down on the mass, another force is pushing up on the mass. The air around the mass 
causes the mass to float slightly. F=mg is the formula for force. 
 
Gravity is not constant over the surface of the Earth. The most extreme difference is 0.53 % between the 
poles and the equator (983.2 cm/s2 at the former compared to 978.0 cm/s2 at the latter). A force-
measuring device calibrated in one location using mass weights and then deployed somewhere else will 
produce different physical elements, and the resulting measurement errors can be significant.  
 
A force or torque measuring device calibrated in one location using mass weights and then deployed 
somewhere else will produce different physical elements at all but two places in the United States, and the 
resulting measurement errors can be significant. 
 
The effect of gravity can produce significant errors when comparing mass and force measurements unless 
used in two places in the United States. Standard gravity (9.80665 m/s2) happens at two places in the US. 
There is sea level on the 45th parallel (one place in Maine and one place in Oregon). If you are not at sea 
level on the 45th parallel, then the gravity you are experiencing is probably not standard gravity.  
 
At these two places, local gravity equals standard gravity. When local gravity equals standard gravity, 1 lb. 
of mass equals 1 lbf. If you aren't at one of those locations, then 1 lb. of mass doesn't equal 1 lbf. This is why 
the ASTM E74 formula for force uses g/9.80665. It is to correct the force indication (lbf) so that if the force 
device were ever used at a location with standard gravity, the 1 lb. of mass would equal 1 lbf. 
 
Correcting for the difference in force and mass measurements is possible. When adjusting a device for force 
measurements, the device will measure force without additional error for gravity correction, air density 
correction, etc. 
 
Luckily, NOAA's website has a tool for predicting local gravity anywhere on Earth (ngs.noaa.gov). At 
Morehouse in York, Pennsylvania, the gravitational constant is 9.801158 m/s2. If we compare that to the 
gravity of Houston, TX (9.79298 m/s2), we find the difference is -0.00084 ((9.79298 m/s2 - 9.801158 m/s2) / 
9.79298 m/s2); as a percentage, that is -0.084%. 
 
So, if a lab in Houston calibrated a force-measuring device with mass weights for use at Morehouse, we 
could expect anything we weigh to be heavier by 0.084%. Not correcting values can have many 
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consequences. If we were shipping steel by tonnage, we would ship less steel, reducing costs and upsetting 
our customers. If a steel supplier in Houston uses a scale calibrated in York with mass weights without 
correction, they will ship more steel per ton. 
 
Note that dynamometers, crane scales, tension links, handheld force gauges, and similar devices are not 
always "Legal for Trade Scales." They can be used as force-measuring devices because their displayed value 
can be adjusted based on a known force. If a known mass is used on-site, there is an insignificant 
gravitational measurement error, and the device can be used as a low-accuracy mass comparator. Many of 
these instruments are used for measuring loads of 1 ton through 300 tons, so having the mass weights 
necessary to calibrate on-site is usually impractical. Therefore, calibrating using force may be the only 
practical method to certify the device. 
 
In the tender request phase, it's crucial to determine if the lab possesses the desired capabilities and 
whether the device should undergo calibration using force or mass. 
 

 

 
Figure 94: Morehouse 2,000 lbf Portable Calibrating Machine 
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Another typical example of these measurement errors occurs with scales (a mass measurement device). If 
1,000 lb. mass is used to calibrate a scale at Morehouse and shipped to Denver, CO, it would have to be 
calibrated again or corrected by formula to obtain the proper mass. Just comparing the gravity in York 
(9.801158 m/s2) and Denver (9.79620 m/s2), we find a difference of about 0.05 %. This means that 1,000 lb. 
applied would read as 999.5 lb. without correction. If the scale's accuracy were 0.01 %, then the device 
would be at least five times greater than the accuracy specification. 
 

Morehouse manufactures force-calibrating machines with varying degrees of mobility, including highly 
convenient 1-ton capacity Portable Calibrating Machines (pictured above) and our Benchtop Calibrating 
Machine (5-ton capacity). These machines can calibrate in mass, using a correction formula, or in force.  
 
Unless otherwise specified, Morehouse calibrates in pounds-force. The equation to convert mass to force is: 
 
Force = M x g /  9.80665 (1 ς d/ D) 
 
Where: 
 
m = true mass of the weight (not to be confused with conventional mass) 
 
g = local acceleration due to gravity, m/s2 
 
d = air density (approximately 0.0012 g/cm3) 
 
D = density of the weight in the same units as d (approximately 8.0 g/cm3) 
 
Note: 9.80665 = the factor converting SI units of force into the customary units of force. For SI units, this 
factor is not used. 
 
 
For our application, these values become ((mass * 9.801158 m/s2)/9.80665 m/s2) * (1 ς (0.001185/7.8334) 
 
Force = mass x 0.999288781   
 
or  
 
mass = Force x 1.000711725 
 
When Morehouse converts to mass up to 120,000 lbf, the applied force is multiplied by 1.000712003. The 
difference in the percentage of using mass instead of force at Morehouse is 0.071 %. The 1.000712003 
includes corrections for air density as well as gravity. 
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Figure 95: Morehouse Force to Mass Spreadsheet 

 
Morehouse has a spreadsheet to help with these conversions from force to mass and mass to force. The 
spreadsheet will allow load cells to be converted from force to mass and provide formulas to correct mass 
weights properly for force. 
 
 

Download the force-to-mass spreadsheet that can also be used to convert mass to force here. 

 
 
The sheet presents all the information in a summary force to mass table. The total error contains an 
additional error source from the mass weights class. It is added to the overall difference to be on the 
conservative side.   
 
When converting mass weights to force, the weights are likely to be strange, not nominal values. If this is an 
issue, we recommend purchasing weights or equipment capable of generating Forces correctly. Morehouse 
can supply such equipment. An uncertainty analysis must be performed if the decision is made to convert 
the mass weights to force. 
 

 
Figure 96: Morehouse Mass to Force Tab 

 
The above figure shows the significant errors that are often unaccounted for by using mass weights for a 
force application. Examples include using mass weights with a torque arm, using mass weights to calibrate a 

https://mhforce.com/wp-content/uploads/2022/05/Force-to-Mass-1.xlsx



































































































































































































































































































































































































































